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• Encode	market	data	as	an	image	rather	than	in	the	more	standard	time	series	numerical	format

• Do	not	require	the	researcher	to	pre-specify	a	set	of	technical	patterns,	simply	present	CNNs	
with	historical	market	data	in	the	form	of	an	image.

TLDR



Background

This	paper	considers	using	methods	that	flexibly	
learn	price	patterns	that	are	most	predictive	of	
future	returns	to	forecast	future	returns.

The	raw	predictor	data	are	images	from	which	
authors	model	the	predictive	association	between	
images and	future	returns using	a	convolutional	
neural	network	(CNN).

They	claim	by	using	CNN	they	can	automatically	
identify	context-independent predictive	patterns	
which	can	give	more	accurate	return	predictions,	
translate	into	more	profitable	investment	
strategies	and	are	robust	to	variations.



Brief	Intro

In	the	empirical	designs,	they	first	embed	1D	time-series	
data	into	2D	images	depicting	price	and	volumes.

Then	they	feed	each	training	sample	into	CNN	to	
estimate	the	probability	of	a	positive	subsequent	return	
over	short(5-day),	medium(20-day),	and	long	(60day)	
horizons.

Afterward,	they	use	CNN-based	out-of-sample	
predictions	as	signals	in	several	asset	pricing	analyses.	

Finally,	they	attempt	to	interpret	the	predictive	patterns	
identified	by	the	CNN.



Replication	
task

Mainly	focus	on:
• Data	Preparation
• Model	Design
• Experiment	Design
• Performance	Evaluation
• Interpretation



Data	Preparation

• The	sample	runs	from	1993-2019(26	years)	shows	daily	opening,	high,	low	prices.	
The	original	paper	constructs datasets	consisting	of	three	scales	of	horizons(5-day,	20-day,	60-day).	Here	
we	just	collect	the	20-day	version.	The	total	size	of	data	is	~	8.6G.

• We	already	transferred	the	OHLC	charts	into	images	following	the	same	
procedures.	Current	images	have	the	same	resolution	(64	*	60)	and	added	with	
moving	average	lines(MA)	and	volume	bars(VB).

OHLC	Chart
depict	daily	opening,	high,	low,	and	closing	prices

processed

MA

VB



Data
'Date':	The	last	day	of	the	20-day	rolling	window	for	the	chart.
'StockID':	CRSP	PERMNO	that	identifies	the	stock.
'MarketCap':	Market	capitalization	in	dollar,	recorded	in	thousands.
'Ret_{t}d':	t=5,20,60,	next	t-day	holding	period	return.
'Ret_month':	Holding	period	return	for	the	next	month,	from	the	current	monthend	to	the	next	monthend.
'EWMA_vol':	Exponentially	weighted	volatility	(square	of	daily	returns)	with	alpha	as	0.05.	One	day	delay	is	included.

https://dachxiu.chicagobooth.edu/download/img_demo.html



Data	process	for	TASK

Convert	to	Classification	Label:
1. If	'Ret_{t}d'	>	0,	positive	returns ('up'),	marked	as	1
2. Else,	non-positive	returns	('down'),	marked	as	0
3. Additionally,	consider	how	to	take	existing	'NaN'	value

*	Simplest	implementation:	build	a	classification	task,	predict	'up'	or	'down'	for	the	next_{t}	days



Data:	Label	Format
Retx_20d:	<	0
Retx_20d_label:	0

• Images	labels	take	value	1 for	positive	returns	('up')	and	0 for	non-
positive	returns	('down'). In	addition,	we	use	2 to	mark	the	NaN value.



Model	Design

• A	core	CNN	building	block	consists	of	three	operations:	
• convolution
• activation	
• pooling

• In	the	paper,	for	20-day	images,	they	build	a	baseline	CNN	
architecture	with	3	conv	blocks	and	connected	with	a	fully	connected	
layer	as	a	classifier	head.



You	should	refer	to	the	design	of	the	conv	
block	in	the	original	paper,	(section	3)	
• the	selection	of	the	size	of	the	convolution	kernel,	
• the selection	of	the	convolution	method,
• the	design	of	the	pooling	layer
• the	selection	of	the	activation	function, etc.



Experiment	Design

• Data	Split
• Consider	dividing	the	entire	samples	into	training,	validation and	testing
splits.

• In	the	original	paper,	they	use	the	first	seven-year	sample	(1993-1999)	to	train
and	validate the	model,	in	which	70% of	the	sample	are	randomly	selected	for	
training	and	the	remaining	30% for	validation.	

• The	remaining	twenty	years	of	data	comprise	the	out-of-sample	test	dataset.



• Loss	and	evaluation
• You	can	simply	treat	the	prediction	analysis	as	a	classification	problem.	Use	
Cross	Entropy	Loss

• To	measure	the	classification	accuracy, a	true	positive	(TP)	or	true	negative	
(TN)	occurs	when	a	predicted	“up”	probability	of	greater	than	50%	coincides	
with	a	positive	realized	return	and	a	probability	less	than	50%	coincides	with	
a	negative	return. False	positives	and	negatives	(FP	and	FN)	are	the	
complementary	outcomes.

• For more evaluation metrics or methods, like Sharpe Ratio, please refer to the original 
paper.



• Train	Process
• The	author	adopts	several	ways	to	combat	with	over-fitting	issue	and	to	aid	
efficient	computation.

• They	applied	the	Xavier	initialization for	weights	in	each	layer,	which	
guarantees	faster	convergence	by	scaling	the	initial	weights.

• Other	techniques	like	applying	dropout,	using	batch	normalization and	early	
stopping also	assists	better	performance.

vWe recommend referring to the training details mentioned in the section 3.3 
when training the baseline model.



Extensions
• Ablation	studies	and	test	robustness
• For	example,	you	can	perform	the	sensitivity	analysis	of	the	CNN	prediction	

model	to	alternate	choices	in	model	architecture	(e.g.,	varying	the	number	of	
filters	in	each	layer	or	varying	the	number	of	layers,	like	the	paper	shows	in	
Table	18)



• Exploring	of	the	interpretability of	the	CNN	model
• Using	a	visualization	method	(Grad-CAM)	to	understand	how	different	image	

examples	activate	the	regions	of	the	CNN	to	trigger	'up'	or	'down'	return	
predictions.



• Association	with	Other	Predictors
• How	unique	are	CNN	forecasts	compared	to	standard	characteristics	in	the	

literature?	
• Compared	with	recent	price	trends (MOM,	STR,	WSTR),	risk	(beta	and	

volatility),	liquidity (bid-ask	spread,	dollar	volume)	etc.



• What's	more
vWe	encourage	you	not	limited	to	simple	binary	classification	tasks,	since	the	

annotation	files	we	provided	consist	of	more	meaningful	attributes,	
containing	both	categorical	and	numerical	values.	
§ For	example,	you	can	use	the	same	20-day	horizon	images	to	train	your	model	to	predict	
the	return	trend	of	different	subsequent	t-days	even	the	detailed	return	values.	(t	can	be	
5,	20	even	larger).


