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Trading with Deep Reinforcement Learning



State Vector

• [𝐴𝐷𝑋(𝑡), 𝑅𝑆𝐼(𝑡), 𝐶𝐶𝐼(𝑡), 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛, 𝑢𝑛𝑟𝑒𝑎𝑙𝑖𝑧𝑒𝑑 𝑟𝑒𝑡𝑢𝑟𝑛]

ADX(Average directional movement index) is a trend strength indicator.

RSI(Relative Strength Index) is classified as a momentum oscillator, 
measuring the velocity and magnitude of directional price movements.

CCI(Commodity Channel Index) measures a security’s variation from the 
statistical mean.

• could use a LSTM to extract more features.

https://en.wikipedia.org/wiki/Oscillator_(technical_analysis)


Action

• The agent could take three actions – Buy, Sell or Hold

• Could set levels of buy/sell.

• Could involve a pair of stocks.



Reward

• The reward objective is set to maximize realized PnL from a round trip 
trade. It also includes commission fee.



Learning Algorithms

• DQN

• Double DQN

• Dueling DQN

• Actor Critic

• PPO

• DDPG



DQN



Double DQN
Here is an example: consider a single state s where the true Q 
value for all actions equal 0, but the estimated Q values are 
distributed some above and below zero. Taking the maximum of 
these estimates (which is obviously bigger than zero) to update 
the Q function leads to the overestimation of Q values.



Dueling DQN

Motivation: it is unnecessary to know the value of each action 
at every timestep. The authors give an example of the Atari 
game Enduro, where it is not necessary to know which action to 
take until collision is imminent.



Dueling DQN

The first one have problem of identifiability.
The second one would force Q value on selected action equal to the V value.



Policy Gradient



Advantage Actor Critic (A2C)



Results



Market Making

• Provide liquidity by quoting both bid and ask. Make profit from bid-
ask spread.

• Mathematically, the market making problem corresponds to the 
choice of optimal quotes (i.e. the bid and ask prices) that such agents 
provide to other market participants, taking into account their 
inventory limits and their risk constraints often represented by a 
utility function.



Mathematical Formulation



Goal



Simulation



Model free Reinforcement Learning Approach



Action Space



Reward

• Dampening reduce the reward gained from speculation. 
• Symmetric version dampens both profit and loss, Asymmetic version keep lose but 

reduce profit.



State

• Bid – ask spread

• Mid-price move

• Book/queue imbalance

• Signed Volume

• Volatility

• Relative strength index



Learning Algorithms

• Q-Learning, SARSA and its variants (e.g. Double Q-Learning, Expected 
SARSA…)

• Deep Q-Learning, Actor Critic and its variant.



Results



Results
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Other Applications

• Deep Hedging

• Order Execution

• Forex, Crypto Currency trading bot

• …


