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Course	Infomation

• Course	web:	
• http://aifin-hkust.github.io/2020/

• Time:
• Every	Tuesday,	3:00-5:50pm

• Venue:
• Zoom	Meetings:	https://hkust.zoom.us/j/933177593
• Until	new	notification

• Instructors:
• Anthony	Woo	(Alpha	Intelligence	Capital,	HK)
• Yuan	Yao	(HKUST)
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MAFS	6010U:	Artificial	Intelligence	in	Finance
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This course explores the basic concepts 
and underlying principles of artificial 
intelligence (AI), delving into the 
fundamentals of machine learning with 
insights from case studies of relevant 
technologies.

Allowing for the experimentation of 
applications of machine learning, this 
course is designed to encourage students 
to devise creative ways to put readily-
available AI technologies to use to 
tackle problems in real life.

The module aims to provide students with 
an understanding of artificial intelligence 
through: 

• Examining the history as well as key 
concepts and theories of AI and the 
enablers of the technology

• Reviewing various types of neural 
networks, and analyzing the relevant use 
cases of AI across industry verticals, 
including robotic process automation, 
finance, cybersecurity, computer vision, 
and autonomous driving

Module Description Course Focus



Artificial	Intelligence,	Machine	Learning,	
and	Deep	Learning
• AI	is	born	in	1950s,	when	
a	handful	of	pioneers	from	
the	nascent	field	of	
computer	science	started	
asking	whether	
computers	could	be	made	
to	“think”—a	question	
whose	ramifications	we’re	
still	exploring	today.	
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4 CHAPTER 1 What is deep learning?

1.1 Artificial intelligence, machine learning, 
and deep learning
First, we need to define clearly what we’re talking about when we mention AI. What
are artificial intelligence, machine learning, and deep learning (see figure 1.1)? How
do they relate to each other?

1.1.1 Artificial intelligence

Artificial intelligence was born in the 1950s, when a handful of pioneers from the
nascent field of computer science started asking whether computers could be made to
“think”—a question whose ramifications we’re still exploring today. A concise defini-
tion of the field would be as follows: the effort to automate intellectual tasks normally per-
formed by humans. As such, AI is a general field that encompasses machine learning and
deep learning, but that also includes many more approaches that don’t involve any
learning. Early chess programs, for instance, only involved hardcoded rules crafted by
programmers, and didn’t qualify as machine learning. For a fairly long time, many
experts believed that human-level artificial intelligence could be achieved by having
programmers handcraft a sufficiently large set of explicit rules for manipulating
knowledge. This approach is known as symbolic AI, and it was the dominant paradigm
in AI from the 1950s to the late 1980s. It reached its peak popularity during the expert
systems boom of the 1980s.

 Although symbolic AI proved suitable to solve well-defined, logical problems, such as
playing chess, it turned out to be intractable to figure out explicit rules for solving more
complex, fuzzy problems, such as image classification, speech recognition, and lan-
guage translation. A new approach arose to take symbolic AI’s place: machine learning.

1.1.2 Machine learning

In Victorian England, Lady Ada Lovelace was a friend and collaborator of Charles
Babbage, the inventor of the Analytical Engine: the first-known general-purpose,
mechanical computer. Although visionary and far ahead of its time, the Analytical

Artificial
intelligence

Machine
learning

Deep
learning

Figure 1.1 Artificial intelligence, 
machine learning, and deep learning
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Machine	Learning	is	a	new	paradigm	of	
computer	programming
• During	1950s-1980s,	two	
competitive	ideas	of	realizing	AI	
exist

• Rule	based	inference,	or	called	
Expert	System

• Statistics	based	inference,	or	called	
Machine	Learning

• 1990s- Machine	Learning	
becomes	dominant	

5

5Artificial intelligence, machine learning, and deep learning

Engine wasn’t meant as a general-purpose computer when it was designed in the
1830s and 1840s, because the concept of general-purpose computation was yet to be
invented. It was merely meant as a way to use mechanical operations to automate cer-
tain computations from the field of mathematical analysis—hence, the name Analyti-
cal Engine. In 1843, Ada Lovelace remarked on the invention, “The Analytical Engine
has no pretensions whatever to originate anything. It can do whatever we know how to
order it to perform.… Its province is to assist us in making available what we’re
already acquainted with.”

 This remark was later quoted by AI pioneer Alan Turing as “Lady Lovelace’s objec-
tion” in his landmark 1950 paper “Computing Machinery and Intelligence,”1 which
introduced the Turing test as well as key concepts that would come to shape AI. Turing
was quoting Ada Lovelace while pondering whether general-purpose computers could
be capable of learning and originality, and he came to the conclusion that they could.

 Machine learning arises from this question: could a computer go beyond “what we
know how to order it to perform” and learn on its own how to perform a specified task?
Could a computer surprise us? Rather than programmers crafting data-processing
rules by hand, could a computer automatically learn these rules by looking at data?

 This question opens the door to a new programming paradigm. In classical pro-
gramming, the paradigm of symbolic AI, humans input rules (a program) and data to
be processed according to these rules, and out come answers (see figure 1.2). With
machine learning, humans input data as well as the answers expected from the data,
and out come the rules. These rules can then be applied to new data to produce orig-
inal answers.

A machine-learning system is trained rather than explicitly programmed. It’s presented
with many examples relevant to a task, and it finds statistical structure in these exam-
ples that eventually allows the system to come up with rules for automating the task.
For instance, if you wished to automate the task of tagging your vacation pictures, you
could present a machine-learning system with many examples of pictures already
tagged by humans, and the system would learn statistical rules for associating specific
pictures to specific tags.

1 A. M. Turing, “Computing Machinery and Intelligence,” Mind 59, no. 236 (1950): 433-460.
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Figure 1.2 Machine learning: 
a new programming paradigm
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The	1st machine	learning	method:
Least	Squares
• Invention:	

• Carl	Friederich Gauss	(~1795/1809/1810),	
• Adrien-Marie	Legendre	(1805)
• Robert	Adrain (1808)

• Application:
• Prediction	of	the	location	of	asteroid	
Ceres	after	it	emerged	from	behind	the	
sun	(Franz	Xaver von	Zach	1801)	

• Orbits	of	planets,	Newton	Laws
• Statistics,	
• …
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(Deep	Learning)
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Kolmogorov’s Superposition Theorem

If f is a multivariate continuous function, then f can be written as a superposition of composite
functions of mixtures of continuous functions of single variables:
finite composition of continuous functions of a single variable and the addition.

Theorem (A. Kolmogorov, 1956; V. Arnold, 1957)

Given n 2 Z+
, every f0 2 C ([0, 1]n) can be reprensented as

f0(x1, x2, · · · , xn) =
2n+1X

q=1

gq

0

@
nX

p=1

�pq(xp)

1

A ,

where �pq 2 C [0, 1] are increasing functions independent of f0 and

gq 2 C [0, 1] depend on f0.

Can choose gq to be all the same gq ⌘ g (Lorentz, 1966).

Can choose �pq to be Hölder or Lipschitz continuous, but not C 1

(Fridman, 1967).

Can choose �pq = �p�q where �1, · · · ,�n > 0 and
P

p �p = 1
(Sprecher, 1972).

Xiling Zhang PG Colloquium 06 Oct 2016 4 / 14
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Kolmogorov’s Exact Representation is
not stable or smooth

´ [Girosi-Poggio’1989] Representation 
Properties of Networks:
Kolmogorov’s Theorem Is Irrelevant,
https://www.mitpressjournals.org/d
oi/pdf/10.1162/neco.1989.1.4.465

´ Lacking smoothness in h and g
[Vitushkin’1964] fails to guarantee
the generalization ability (stability)
against noise and perturbations

´ The representation is not universal in
the sense that g and h both
depend on the function F to be
represented.
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Locality or Sparsity of Computation

Why are compositional 
functions important?

Which one of these reasons: 
Physics? 

Neuroscience? <=== 
Evolution?

What is special about 
locality of computation?


Locality in “space”? 

Locality in “time”?

Locality of Computation

Locality or Sparsity is important:
Locality in time?
Locality in space? 

Minsky and Papert, 1969
Perceptron can’t do XOR classification
Perceptron needs infinite global 

information to compute connectivity

ᐟᕪᗑᕶጱᒫӞེ੆٧

Marvin Minsky
(1927-2016)

Seymour Papert
(1928-)

1969ଙڊᇇ̽Perceptrons̾Ӟԡ҅ᦊԅՐᶌ
ੴ᮱ᬳളጱᐟᕪᗑᕶ෫ဩํප୏઀ᦒᕞ
զ݊உग़ᤩݸ๶ጱ᧛ᘏժզᦝփᦝጱᥡᅩ
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Multilayer Perceptrons (MLP) and 
Back-Propagation (BP) Algorithms

D.E. Rumelhart, G. Hinton, R.J. Williams (1986)
Learning representations by back-propagating 

errors, Nature, 323(9): 533-536

BP algorithms as stochastic gradient descent 
algorithms (Robbins–Monro 1950; Kiefer-
Wolfowitz 1951) with Chain rules of Gradient maps

Deep network may classify XOR. Yet topology?

Background Info

Multi-layer perceptron

17 / 50

We address complexity 
and geometric invariant 
properties first.
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Parallel Distributed Processing
by Rumelhart and McClelland, 1986
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Max-Margin Classifier (SVM)
418 12. Flexible Discriminants
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FIGURE 12.1. Support vector classifiers. The left panel shows the separable
case. The decision boundary is the solid line, while broken lines bound the shaded
maximal margin of width 2M = 2/∥β∥. The right panel shows the nonseparable
(overlap) case. The points labeled ξ∗j are on the wrong side of their margin by
an amount ξ∗j = Mξj; points on the correct side have ξ∗j = 0. The margin is
maximized subject to a total budget

∑

ξi ≤ constant. Hence
∑

ξ∗j is the total
distance of points on the wrong side of their margin.

Our training data consists of N pairs (x1, y1), (x2, y2), . . . , (xN , yN ), with
xi ∈ IRp and yi ∈ {−1, 1}. Define a hyperplane by

{x : f(x) = xTβ + β0 = 0}, (12.1)

where β is a unit vector: ∥β∥ = 1. A classification rule induced by f(x) is

G(x) = sign[xTβ + β0]. (12.2)

The geometry of hyperplanes is reviewed in Section 4.5, where we show that
f(x) in (12.1) gives the signed distance from a point x to the hyperplane
f(x) = xTβ+β0 = 0. Since the classes are separable, we can find a function
f(x) = xTβ + β0 with yif(xi) > 0 ∀i. Hence we are able to find the
hyperplane that creates the biggest margin between the training points for
class 1 and −1 (see Figure 12.1). The optimization problem

max
β,β0,∥β∥=1

M

subject to yi(x
T
i β + β0) ≥M, i = 1, . . . , N,

(12.3)

captures this concept. The band in the figure is M units away from the
hyperplane on either side, and hence 2M units wide. It is called the margin.

We showed that this problem can be more conveniently rephrased as

min
β,β0

∥β∥

subject to yi(x
T
i β + β0) ≥ 1, i = 1, . . . , N,

(12.4)

Appendix: Primal-Dual support vector classifiers

Appendix: Equivalent reformulation of
Hard Margin

maximize�0,�1,...,�pM

subject to
pX

j=1

�2
j = 1,

and yi(�0 + �1xi1 + ... + �pxip) � M for all i

,

minimize�0,�1,...,�pk�k2 :=
X

j

�2
j

subject to yi(�0 + �1xi1 + ... + �pxip) � 1 for all i ,

using M = 1/k�k.

Chapter 9 April 12, 2018 42 / 65

Vladmir Vapnik, 1994
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2000-2010:	The	Era	of	SVM,	Boosting,	…	
as	nights	of	Neural	Networks



Decision	Trees	and	Boosting

• Breiman,	Friedman,	Olshen,	Stone,	
(1983):	CART

• ``The	Boosting	problem‘’	(M.	Kearns	&	L.	
Valiant):	Can	a	set	of	weak	learners	
create	a	single	strong	learner?	(三个臭
皮匠顶个诸葛亮？)

• Breiman (1996):	Bagging
• Freund,	Schapire (1997):	AdaBoost (“the	
best	off-the-shelf	algorithm”	by	Breiman)

• Breiman (2001):	Random	Forests
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Reaching	Human	Performance	Level	in	Games

The Deep Learning Tsunami

Why now?

Where are the Intellectuals?

Relevant Theoretical Approaches

Course Structure

The Sudden Emergence of Deep Learning

What’s Driving the Tsunami?

Intellectual Significance

Human Impact

Reaching Human Level Performance

1997 2004

2017
D Donoho/ H Monajemi/ V Papyan Stats 385 Stanford Lecture 01: Deep Learning Challenge: Is There Theory?

The Deep Learning Tsunami

Why now?

Where are the Intellectuals?

Relevant Theoretical Approaches

Course Structure

The Sudden Emergence of Deep Learning

What’s Driving the Tsunami?

Intellectual Significance

Human Impact

Reaching Human Level Performance

1997 2004

2017
D Donoho/ H Monajemi/ V Papyan Stats 385 Stanford Lecture 01: Deep Learning Challenge: Is There Theory?AlphaGo “LEE”	2016

AlphaGo ”ZERO” D Silver et al. Nature 550, 354–359 (2017) doi:10.1038/nature24270

Deep	Blue	in	1997



Number	of	AI	papers	on	arXiv,	2010-2019

Artificial Intelligence Index Report 2019
Chapter 1 Research & Development - Papers on arXiv

In recent years, AI researchers have adopted the 
practice of publishing paper pre-prints (frequently 
before peer-review) on arXiv, an online repository 
of electronic preprints. The graph below shows the 
number of AI papers on arXiv by each paper’s primary 
subcategory (Figure 1.6). 

The number of AI papers on arXiv is increasing 
overall and in a number of subcategories, reflecting a 
broader growth in AI researchers publishing preprints 
of their research. Between 2010 and 2019, the total 
number of AI papers on arXiv increased over twenty-
fold. Submissions to the Computation & Language 
arXiv sub-category have grown almost sixty-fold 
since 2010.

AI papers on arXiv 
In terms of volume, Computer Vision (CV) and Pattern 
Recognition had been the largest AI subcategory on 
arXiv since 2014 but Machine Learning has become 
the largest category of AI papers in 2019. In addition 
to showing a growing interest in Computer Vision 
and Machine Learning (and its general applied 
applications), this chart also indicates growth in 
other AI application areas, such as Robotics growing 
over thirty-fold between 2010 and 2019. See 
Technical Appendix for data and methodology.

[Research_Development_Technical_Appendix]
[Access_Data]

21

Fig. 1.6.
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Growth	of	Deep	Learning

The Deep Learning Tsunami

Why now?

Where are the Intellectuals?

Relevant Theoretical Approaches

Course Structure

The Sudden Emergence of Deep Learning

What’s Driving the Tsunami?

Intellectual Significance

Human Impact

D Donoho/ H Monajemi/ V Papyan Stats 385 Stanford Lecture 01: Deep Learning Challenge: Is There Theory?

‘Deep	Learning’	is	coined	by	Hinton	et	al.	in	their	Restricted	Boltzman Machine	paper,	Science	2006,	not	yet	popular	
until	championing	ImageNet	competitions.
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Deep networks are unsafe

2

“black hole”
87.7% confidence

“donut”
99.3% confidence

Deep networks are unsafe

2

“black hole”
87.7% confidence

“donut”
99.3% confidence
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CNN learns texture features, not 
shapes

Geirhos et al. ICLR 2019

https://videoken.com/embed/W2HvLBMhCJQ?tocitem=46

Published as a conference paper at ICLR 2019

IMAGENET-TRAINED CNNS ARE BIASED TOWARDS
TEXTURE; INCREASING SHAPE BIAS IMPROVES
ACCURACY AND ROBUSTNESS

Robert Geirhos

University of Tübingen & IMPRS-IS
robert.geirhos@bethgelab.org

Patricia Rubisch

University of Tübingen & U. of Edinburgh
p.rubisch@sms.ed.ac.uk

Claudio Michaelis

University of Tübingen & IMPRS-IS
claudio.michaelis@bethgelab.org

Matthias Bethge
⇤

University of Tübingen
matthias.bethge@bethgelab.org

Felix A. Wichmann
⇤

University of Tübingen
felix.wichmann@uni-tuebingen.de

Wieland Brendel
⇤

University of Tübingen
wieland.brendel@bethgelab.org

ABSTRACT

Convolutional Neural Networks (CNNs) are commonly thought to recognise ob-
jects by learning increasingly complex representations of object shapes. Some
recent studies suggest a more important role of image textures. We here put these
conflicting hypotheses to a quantitative test by evaluating CNNs and human ob-
servers on images with a texture-shape cue conflict. We show that ImageNet-
trained CNNs are strongly biased towards recognising textures rather than shapes,
which is in stark contrast to human behavioural evidence and reveals fundamen-
tally different classification strategies. We then demonstrate that the same standard
architecture (ResNet-50) that learns a texture-based representation on ImageNet
is able to learn a shape-based representation instead when trained on ‘Stylized-
ImageNet’, a stylized version of ImageNet. This provides a much better fit for
human behavioural performance in our well-controlled psychophysical lab setting
(nine experiments totalling 48,560 psychophysical trials across 97 observers) and
comes with a number of unexpected emergent benefits such as improved object
detection performance and previously unseen robustness towards a wide range of
image distortions, highlighting advantages of a shape-based representation.

(a) Texture image
81.4% Indian elephant
10.3% indri

8.2% black swan

(b) Content image
71.1% tabby cat
17.3% grey fox

3.3% Siamese cat

(c) Texture-shape cue conflict
63.9% Indian elephant
26.4% indri

9.6% black swan

Figure 1: Classification of a standard ResNet-50 of (a) a texture image (elephant skin: only texture
cues); (b) a normal image of a cat (with both shape and texture cues), and (c) an image with a
texture-shape cue conflict, generated by style transfer between the first two images.

⇤Joint senior authors
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Overfitting causes privacy leakage

´ Model inversion attack leaks privacy
Break Privacy of the Face Recognition System

Figure: Recovered (Left), Original (Right)

We can recover the private training data by model-inversion attack.

Fredrikson et al., Proc. CCS, 2016

6 / 53

Fredrikson et al. Proc. CCS, 2016
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“

”

Shall we see soon an 
emergence 
from Alchemy to Science
in deep leaning?

How can we teach our students in the next generation science rather than 
alchemy? 
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Session Topic Application & Case Study

1 – History and Overview of Artificial Intelligence – Case study on HireVue

2 – Introduction to Supervised Learning, Linear Regression and 
Classification

– Google Experiments: Draw!
– Chatbots

3 – Model Assessment and Selection with Regularization: Ridge 
Regression and LASSO

– Google Experiments: Vision Sensing
– Case study: WorkFusion (Robotic Process Automation)

4 – Decision Trees, Random Forests and Boosting – Credit analysis

5 – Support Vector Machines – Tutorial on Machine Learning with Python
– Tutorial on GPU server

6 – An Introduction to Convolutional Neural Networks – FinTech & Blockchain

7 – Transfer Learning and Neurostyle – Natural language processing
– Case study: Deep Instinct (Cybersecurity)

8 – An Introduction to Recurrent Neural Networks (RNN) and Long 
Short Term Memory (LSTM)

– Google Image Recognition
– Case study: SenseTime (Computer Vision)

9 – An Introduction to Reinforcement Learning – Competition of Cryptocurrency Trading with Deep Learning
– Introduction to Deep Reinforcement Learning Trading

10 – Introduction to Unsupervised Learning: PCA, AutoEncoder, VAE 
and GANs

11 – Investment Trends and FinTech Outlook – Sales and Trading Business in Global Investment Banks – Ripe 
for Disruption by AI?

12 – Tutorial on Deep Learning in Python – Exercise on Python Notebook

13 – Class WrapNote: Details may change depending on class progress, development of relevant technologies, as well as information and feedback from students’ surveys.

Course Schedule
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Emerging	Technologies
Emerging 
Technologies
前沿科技

Foundational
底层科技

Cumulative and 
exponential
叠加和倍增

Capital Intensive
资本密集

We know “how” 
to do it
实施方法明确

We know the 
“end game”
最终目标明确

Adoption
接纳程度

Artificial 
Intelligence
人工智能

Yes Yes No No No Relatively easy

Blockchain
区块链 Yes No No Yes Yes Easy & Difficult1

AR/VR
虚拟现实和
增强现实

No No Yes Yes Yes Moderate

Robotics
机器人 No No Yes Yes Yes Moderate

Internet of Things 
(IoT)
物联网

Yes Yes Yes Depends2 Yes Relatively easy

Space Tech
太空科技 No No Yes Yes & No3 Yes Difficult

Notes:
1. Adoption at the front end is relatively straightforward, while the back end can be challenging due to legacy issues.
2. IoT is dependent on a lot of other technologies, systems, and infrastructure (e.g. 5G, smart contracts).
3. Current technology (i.e. combustion-based) makes Mars reachable, but not beyond. Anthony Woo • Harvard Business School Asia-Pacific Research Center



History	of	A.I.

1956 1980 2000 2010

Source: Dr. Lee Kai-Fu • Sinovation Ventures and 2018 Conference on Neural Information Processing Systems

Expert System

Neural Network

Deep Learning

Neural Ordinary 
Differential Equations

41

“In the first wave of AI you had to be 
a programmer. In the second wave 
of AI you have to be a data scientist. 
The third wave of AI — the more 
moral you are, the better.”
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Credit: https://www.pinterest.es/pin/570620215256233288/
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Credit: https://www.slideshare.net/bretmc/machine-learning-with-google-machine-learning-apis-puppy-or-muffin
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Credit: https://www.slideshare.net/bretmc/machine-learning-with-google-machine-learning-apis-puppy-or-muffin
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Credit: https://www.slideshare.net/bretmc/machine-learning-with-google-machine-learning-apis-puppy-or-muffin



A	Tale	of	Two	AI	Camps

46
Source: Souici-Meslati, Labiba & Sellami, Mokhtar. (2004). A hybrid approach for Arabic literal amounts recognition. The Arabian Journal for Science and Engineering. 29.

Property Symbolic AI Connectionist AI
Knowledge 
Acquisition

üTheoretical knowledge insertion can be made in a 
simple and direct manner. It is sufficient to clarify, 
convert, and formalize the knowledge.

û Theoretical knowledge may not useful in constructing 
neural networks, while examples are always required 
for knowledge acquisition.

Processing 
Mode

û Processing is sequential. Answer and consultation 
times are long.

üNeural networks consist of a set of units with 
information processing completed in a parallel 
fashion.

New 
Knowledge 
Insertion

ü Insertion of knowledge (rules) can be made very 
quickly once experts have already processed them.

û Training process is often time-consuming as weights 
and biases are trained gradually.

Training û Training is not a basic process. Knowledge 
acquisition is done by explicitation, with potential 
bottleneck issues.

üTraining and generalization from examples are 
fundamental and integrate processes.

Results 
Explanation

üReasoning process allows for explanability. 
Knowledge is coded in a language close to natural 
language, and therefore easily interpretable.

û Neural networks are “black” boxes, where knowledge 
is coded in weights and interconnections, with a lack 
of access to a form that is interpretable by humans.



A	Tale	of	Two	AI	Camps

47
Source: Souici-Meslati, Labiba & Sellami, Mokhtar. (2004). A hybrid approach for Arabic literal amounts recognition. The Arabian Journal for Science and Engineering. 29.

Property Symbolic AI Connectionist AI
Information 
Processing

û Theoretical knowledge must be complete beforehand, 
and the approach is not conducive to approximate or 
incomplete information processing.

üNeural networks are conducive to approximate and 
incomplete information processing (i.e. fuzzy logic). 

Knowledge 
Coding

üKnowledge is represented by rules and data 
structures.

üKnowledge is coded in networks representing the 
relationships among input variables.

Development û Long development cycles with domain experts are 
typical.

û Architecture and (hyper)parameters derivation and 
tuning can be time-consuming and difficult.

Maintenance û Managing and maintaining large databases of rules 
are challenging. Adding new rules and updating 
existing ones may be difficult.

üMaintenance and management are often easy, and 
networks can be retrained based on changes in 
situational factors.
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Source: https://neurovenge.antonomase.fr/

A	Tale	of	Two	
AI	Camps
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A	Tug	of	War

Source: https://neurovenge.antonomase.fr/



The	Five	Elements

Credits: Dr. Lee Kai-Fu • Sinovation Ventures Anthony Woo • Harvard Business School Asia-Pacific Research Center

Talent

Processing PowerData

Labeled Data Domain
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Credit (Left): https://www.psychologyinaction.org/psychology-in-action-1/2011/04/01/conventional-wisdom-upset-persistent-action-potential-firing-in-distal-axons
Credit (Right): http://cs231n.github.io/convolutional-networks/



AI	Development	Timeline

56
Credit: https://www.analyticsinsight.net/top-artificial-intelligence-technologies-past-present-future/



AI	Development	Timeline	(Cont’d)

57
Credit: https://www.analyticsinsight.net/top-artificial-intelligence-technologies-past-present-future/
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Credit: https://towardsdatascience.com/a-weird-introduction-to-deep-learning-7828803693b0
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www.slido.com
#UST

https://quickdraw.withgoogle.com/
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A.I.	Landscape:	China	vs.	U.S.

64

China United States
Institutional 
Norm

Large volume of data via proprietary systems, yet to 
focus on building innovation capacity. China tends to be 
averse to adopting the standard metrics structures used 
by most multinationals. Chinese A.I. initiatives are good 
at developing facial recognition as well as tools for 
surveillance and tracking.

A.I. ecosystem with unified standards and cross-
platform sharing. More conducive to developing 
international standards for what is acceptable for law 
enforcement use of big data and A.I., and how they will 
be held accountable for abuse. Developing A.I. tools for 
surveillance and tracking remains a sensitive topic in 
U.S.

Regulatory 
Environment

Tends to set regulations after product 
commercialization. Pursues a strategy of “military-civil 
fusion” in A.I., as China devises a range of policy 
mechanisms to incentivize industry cooperation. A 
looser approach to digital regulations means that 
companies have more freedom to experiment.

Tends to set regulations before product goes to market. 
The White House has so far been characterized as 
“missing-in-action” in terms of policymaking for A.I.

Industry 
Structure

592 A.I. companies (23% of global). Came second in 
the total number of A.I. enterprises in the world in 2017, 
and contributed 48% of the world’s total A.I. startup 
funding. A.I. Potential Index = 17.

Ranked first with 1,078 A.I. firms (42% of global). 
Provided 38% of the funding for A.I. startups globally in 
2017. A.I. Potential Index = 33.

Anthony Woo • Harvard Business School Asia-Pacific Research Center



A.I.	Landscape:	China	vs.	U.S.	(Cont’d)

65

China United States
Institutional Norm

• China has a large volume of data via proprietary 
systems.

• China has yet to focus on building its innovation 
capacity. But the nation has been supporting different 
research and workforce development, and reportedly 
aiming for international collaboration and expansion.

• In China, “outside companies do not plug in,” but 
become part of the business as one of hundreds of 
players in an ecosystem.

• China tends to be averse to adopting the standard 
metrics structures used by most multinationals; local 
suppliers, distributors or customers become partners to 
help them achieve success in an uncertain business 
environment.

• With regarding to developing software and hardware in 
A.I., China looks at it from a marathon perspective.

• Chinese A.I. initiatives are good at developing facial 
recognition as well as tools for surveillance and 
tracking.

• The U.S. is in process of creating a data-friendly 
ecosystem with unified standards and cross-
platform sharing.

• The U.S is producing more influential A.I. research, 
with a more robust ecosystem nurturing more 
competitive A.I. startups.

• Companies in U.S. tend create platforms which 
external parties either plug into or put to use directly.

• The U.S. believes it is essential to develop 
international standards for what is acceptable for law 
enforcement use of big data and A.I., and how they will 
be held accountable for abuse.

• The U.S. is driving A.I. innovation across the spectrum 
in both software and hardware, with more early 
adopters and innovators.

• In U.S., companies in A.I. tend to be averse to 
developing tools for surveillance and tracking.

Anthony Woo • Harvard Business School Asia-Pacific Research Center



A.I.	Landscape:	China	vs.	U.S.	(Cont’d)

66

China United States
Regulatory Environment

• China can be the leader in introducing new regulations 
for the A.I. industry in the world, suggested by Jeffrey 
Ding, Macrostrategy Researcher at Future of Humanity 
Institute in Oxford University.

• The Chinese government sets regulations after
product commercialization in the market.

• China pursues a strategy of “military-civil fusion” in 
A.I., as it wields a range of policy mechanisms to 
incentivize industry cooperation.

• The Chinese government is willing to give private 
entrepreneurs the opportunity to test ideas, e.g. creating 
policy frameworks, providing subsidies and setting 
preferential policies to help them.

• A looser approach to digital regulations means that 
companies can experiment more freely.

• The White House has so far been characterized as 
“missing-in-action”.

• Regulations are often devised before the product 
goes to the market.

• U.S. companies with the best A.I. technology are often 
considerably less willing to invest in national 
security applications.

• In 2017, the U.S. government drafted the first policy to 
move the U.S. public sector beyond acknowledging the 
significance of A.I., and toward fully embracing A.I. 
technologies.

• More emphasis placed on digital regulations, e.g. 
tighter cryptocurrency regulations.

Anthony Woo • Harvard Business School Asia-Pacific Research Center



A.I.	Landscape:	China	vs.	U.S.	(Cont’d)
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China United States
Industry Structure

• With 592 A.I. companies (23%), China came second in 
the total number of A.I. enterprises among the world in 
2017.

• Chinese A.I. companies received RMB 63.5 billion (USD 
10.1 billion) in funding as of June 2017, and collectively 
ranked No. 2 in the world in terms of capital raised. Most 
funds were raised from domestic sources.

• China overtook the U.S. in terms of A.I. startup funding, 
with the former contributing 48% of the world’s total 
A.I. startup funding in 2017. But in terms of individual 
deals, China only accounted for 9% of the total.

• Chinese production of semiconductors is only 4% of 
the total global market share.

• Most Chinese companies tend to only hire Chinese 
people, focus on the China market, and may lack an 
international vision.

• The “AI Potential Index” of China is 17, almost half of 
that of U.S., according to an analysis at the University of 
Oxford.

• The U.S. ranked first with 1,078 A.I. firms, 
representing 42% of the total worldwide.

• About 50% of global A.I. investments went to U.S. 
startups, reaching RMB 97.8 billion (USD 15.5 billion) 
as of June 2017, and leading the world in terms of 
funding.

• In 2017, the U.S. provided 38% of the funding for A.I. 
startups globally, and led in both the total number of 
A.I. startups and total overall funding.

• 50% of semiconductors in the world is produced by 
the U.S.

• Silicon Valley companies are dominated by a 
diversified culture.

• The “AI Potential Index” of U.S. is 33.

Anthony Woo • Harvard Business School Asia-Pacific Research Center



A.I.	Implementation	Matrix
Process A Process B Process C Process D Process E

Function & 
Nature

Strategic direction 
exploration

Sales lead 
management

Quality control Risk management Customer service 
(non-chatbot)

Data 
Availability

AI Function 
& Role

Classification and
Sentiment analysis

Facial recognition Fault identification Fraud detection 
and forecasting

Text to image 
processing

AI Data Type Unstructured Structured and 
clean

Structured and 
clean

Structured but 
sparse

Unstructured

AI Model • Support Vector 
Machines (SVM)

• Clustering
• Recurrent Neural 

Networks (RNN)

• Convolutional 
Neural Networks 
(CNN)

• Support Vector 
Machines (SVM)

• Clustering

• K-Nearest 
Neighbors (kNN)

• Recurrent Neural 
Networks (RNN)

• Generative 
Adversarial 
Network (GAN)

AI Readiness

Schedule TBD Q3 2019 Q1 2019 TBD Q1 2020

Management

A.I. Experts

A.I. Dashboard

68
Anthony Woo • Harvard Business School Asia-Pacific Research Center
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Friends

Parents

Grades

Knowledge
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Connecting	Academia	with	Reality



73



74



75

Quantum Computing
量子计算

Solution provider and platform developer 
for quantum and classical computing for 

predictive analytics, forecasting, and 
optimization

Robotic Process Automation
机器人与工序自动化

Full-stack AI-enabled Robotic Process 
Automation (RPA) solution suite for 

business-critical tasks spanning multiple 
applications and data silos

Real-Time Robotics Automation
实时机器人自动化

Deep reinforcement learning-based AI 
software platform that enables enhanced 
perception, reaction and control in real-

time robotics environments

AI Chips
人工智能芯片

Deep reinforcement learning-based AI 
software platform that enables enhanced 
perception, reaction and control in real-

time robotics environments

Computer Vision
计算机视觉

Developer of deep learning technology-
based computer vision solutions aimed at 
a broad range of consumer and enterprise 

applications

Cybersecurity
网络安全

Advanced deep learning technology-
based cybersecurity products and 
solutions for threat detection and 

prevention

Knowledge Graph
知识图表

Dynamically evolving knowledge graphs 
that provides inference strength across 
concepts, events and themes derived 

from a wide variety of information services

Music Augmentation
音乐强化

Developer of a music augmentation 
technology that transforms linear music to 

dynamically personalized music for 
consumers, ad-agencies, music labels, 

and producers

Contents are based on information from sources believed to be reliable, but accuracy and completeness cannot be guaranteed. Nothing herein should be construed as any 
past, current or future recommendation to buy or sell any security or an offer to sell, or a solicitation of an offer to buy any security. This material does not purport to contain all 

of the information that a prospective investor may wish to consider and is not to be relied upon as such or used in substitution for the exercise of independent judgment.



Jan 2019 – 
Present 

MOSAIC FINANCIAL TECHNOLOGY LTD. (AI/ML startup) HONG KONG, CHINA 
Co-Founder and Chief Technology Officer 
• Compiled pitch deck and presented Mosaic’s vision and underlying technology to potential investors and 

AI specialists at HKUST. Created a proof-of-concept (PoC) and demonstrated a prototype 
• Devised strategy to drive adoption and compiled reports on the applications of AI/ML techniques. 

Elaborated on the plans for future product launches. Established Advisory Board with industry experts 
 

Course	Assessments	&	Objectives

76

Individual Group

Group Project

AI/ML Theories

AI/ML Techniques

AI/ML Article Writeups

Knowledge Base



Assessments

77

Deliverables Details Weight Due Date Mode Rationale
Presentation
10 core slides

– Project presentation with 10 core 
slides and supplementary materials 
in appendix

– Selected teams to present to a 
panel of judges

40% May 31 Individual 
or group

CV building and 
interview preparation

Writeup of recent AI 
journal articles
No more than 2 pages 
in total

– Review of 1-2 AI journal articles, 
including a critical analysis and 
potential applications

20% Last day of 
each month 
(Mar, Apr 
and May)

Individual Industry knowledge

Extra credit 
activities and 
assignments

– 5-min presentation of journal-article 
analysis in-person or via Zoom

– Other assignments and activities 
TBA

20% Various Individual Rewarding those who 
are proactive

Participation – Class attendance with 10% base 
and 10% based on contribution

20% Various Individual Encourage active 
contributing in class



Typical	Class	Flow

78

Q&A

CV Clinic
Review Applications & Case StudyTheory & Technical Details Class 

Break

15 mins 1 hour 15 mins 1 hour 15-20 mins



Speakers	&	Judges	(Tentative)

79

Mr. Leo Tong
FinTech Adviser &
Compliance Officer

Private Equity Funds &
Family Offices

Certified M&A Dealmaker
Certified Information Systems 

Security Professional
Judge & Chief Assessor
Hong Kong ICT Awards

Co-Chairperson of FinTech SIG
Hong Kong Computer Society

Dr. Gregg Li
Founder & Principal
Sinoalpha Ventures
Adjunct Professor

University of Hong Kong
Former Principal Consultant

PricewaterhouseCoopers
Independent Non-Exec. Director

Cyberport
Honorary President

Invotech

Mr. Jacob Wai
Chief Data & Risk Officer

MoneySQ
Visiting Lecturer

Hong Kong Polytechnic 
University

Corporate Trainer & Lecturer
Hong Kong Institute of Bankers

Chairman of the Financial 
Technology SIG

Hong Kong Computer Society

Mr. Antoine Blondeau
Managing Partner

Alpha Intelligence Capital
Founder

Sentient Technologies
Investor

SpaceX, Dianrong, PeerIQ
Advisory Board Member

Zeroth.ai



Speakers	&	Judges	(Tentative)

Mr. Philip Leung
Founder

Small Talks Circles
Founder

Big Data & AI Startup
Honorary Career Advisor

Centre of Development and 
Resources for Students 

(CEDARS)

Mr. Ian Huang
Chairman

Co-operatives of Innovative 
Intellectuals

Former Visiting Chief Architect
Singapore National Science & 
Technology Board (NSTB, now 

called A*STAR)
Fellow

Hong Kong Computer Society
Fellow

Hong Kong Institute of Directors

Mr. Dominic Wu
Managing Director &
Senior Risk Manager

BNY Mellon Asia
President

Asia Financial Risk Think Tank

Ir. Dr. Daniel Ng
Director
Engineer
Controller

Visiting Lecturer and Examiner
Forensics and Business 

Intelligence Machine Learning 
Researcher
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Speakers	&	Judges	(Tentative)

Mr. Justin Lao
Founder

K.U.G. Education Technology
Member

Chinese People’s Political 
Consultative Conference 

Chongming District
Shanghai

Mr. Allan Lee
Director

Training and Master Family 
Legacy Planner of the Legacy 

Academy
Accredited Administrator

MBTI
Registered Corporate Coach

Mr. Jeffrey Hui
Chairperson

Hong Kong Institute of Marketing
Managing Director

InnoSights
Adjunct Professor

Chinese University of Hong Kong

Mr. Winston Lam
Chairman
Invotech
Chairman
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CO-CREATION



This will be a new experience for many applicants because top banks like 
Goldman Sachs and JP Morgan have recently begun to use HireVue. It 
apparently adds 13% more top performers above the client’s industry.

The first interview is provided by HireVue; however, it will not completely 
replace the more traditional, intensive recruiting process. If the first 
interview is successful, then a representative from the bank will contact 
the candidate for a second interview. From then on, any upcoming 
interviews will be part of the regular interview rounds, involving live 
interactions with analysts, associates and even VPs and MDs.

You will be given about 20-30 seconds for each question to think of a 
response. After that, you’ll have about 3 minutes to record your answer. 
The amount of time given really depends on the questions. For instance, a 
question about why you would be the best candidate for the role will require 
a much longer and thoughtful response than answering a question about 
what your overall GPA is.

HireVue Overview









Underlying	Mechanics
HireVue Iris, a patented deep learning analytics 
engine that powers HireVue Insights, analyzes a 
unique data set of interactions, feedback and 
outcomes that never before existed. Developed 
by HireVue's data science team, Iris was built 
based on over 3 million interview responses. 
Each candidate interview contains 100,000 times 
more bytes of data than the resume or profile 
traditionally used for identifying job candidates. 
The platform examines attributes in three major 
categories: interview attributes, behavioral 
attributes, and performance attributes. Iris’s 
proprietary algorithms discover patterns and learn 
which attributes predict performance, then scores 
each candidate on how they compare to 
existing top performers.

Video interview, the recruiter can see the 
personality, drive, and work ethic of a candidate. 
Furthermore, this attracts and captures more 
candidates from more schools, because the 
talent isn’t just found from target schools such as 
those belonging to Ivy League group.

HireVue Assessments evaluates tens of 
thousands of data points, studying both verbal 
and nonverbal content, including:
• Word choice and vocabulary
• Intonation
• Inflection
• Facial expressions







Sample	Questions
• Why are you applying for this position?
• How did you deal with a difficult co-worker in 

your previous work experiences?
• How did you handle a drastic change in role to 

achieve a goal?
• Why do you think you are the right candidate 

for this position?
• What current events are you following at the 

moment? Why are they interesting?
• Do you have an expertise or unique experience 

that can benefit our team?
• What is the most important leadership 

experience you have? And why?

• What efforts do you make to keep abreast of 
financial markets and business news?

• Why do you want to work for our company?
• What relevant skills have you gained from your 

past work or internship that are easily 
transferable and directly beneficial to the new 
role you’re applying for?

• Why are you looking for a new role in our 
company?

• What were your top responsibilities at your 
current/previous position?

• What are your three main weaknesses?
• How will you use your background and skills to 

succeed in his role







Best	Practices
Light
• Near window for natural light
• No light source from behind or below

Dress Code
• Dress up (i.e. professional business attire)

Demeanor
• Practice to avoid awkwardness and self-

consciousness
• Show enthusiasm and maintain eye contact, 

enthusiasm (i.e. no downcast)
• Keep video feed near camera
• Stand up and “present” if you can
• Not evaluated based on stage presence

Examples
• Toastmasters International, Enactus, TED

Logistics
• 30 secs to prepare; 3 mins to answer; do not have to use all 

3 mins; a minimum of 10 secs
• Speak slowly with clear pronunciation and polished diction
• Clean camera lens and keep camera at eye level
• Notepad to minimize rambling
• Resume and job description in front of you
• Try not to prop up your phone
• Phone fully charged and strong Wifi (350 Kbps per second)
• Good background, clean desk and computer, bookshelf
• Quiet locale (e.g. carpet and “things” to minimize echo)

Interview Preparation
• Prepare questions in advance
• Fully utilize sample interview before the real one
• On-demand video interviews are always structured 

interviews, i.e. same questions, in the same order as 
everyone else for the position







Anthony Woo
CFA CAIA FRM

Associate Director
Alpha Intelligence Capital

aw@aicapital.ai
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Key Responsibilities
Students to form groups of five 
(5) to complete the following:

• Develop an understanding 
of the AI/ML industry 
landscape and relevant 
technologies

• Creation of a conference 
chatbot application to be 
deployed in June 2020

Deliverables
• Knowledge assessment of NLP techniques and 

related applications via in-person interviews
• Monthly progress reports and regular updates
• Final group presentation on-campus or Central

Position Requirements
• Undergraduate or postgraduate students, 

preferably majoring in Artificial Intelligence, 
Mathematics, Statistics, Computer Science, 
Business Analytics, Finance, and/or Economics

Duration: Spring and summer 2020
Format: Groups of five (5) with multidisciplinary (and complementary) skillsets
Opportunity to convert to full-time based on performance



Anthony Woo
CFA CAIA FRM

Associate Director
Alpha Intelligence Capital

aw@aicapital.ai
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Key Responsibilities
• Keen interest and experience in 

venture capital transactions and 
financial analysis

• Familiar with transaction legal 
documents and investment 
structure

• Understanding of the 
commercialization of technologies 
from an investor perspective

• Conduct due diligence for potential 
investments in the AI space

• Assist in the preparation of deal-
related materials (e.g. data 
collection, industry research, 
comparable company and 
valuation analysis)

Position Requirements
• Undergraduate or postgraduate 

students, preferably majoring in Finance, 
Investments, Legal Studies, and/or 
Business Analytics

• Experience in using Bloomberg, S&P 
Capital IQ, Pitchbook, and Wind 
preferred

• Exposure and understanding of the high-
tech industry (especially AI/ML) a plus

• Strong sense of responsibility and 
attention to details

Availability: Spring and Summer 2020
Number of Openings: 1-2
Renumeration: Market competitive
Office: Central � Hong Kong



Drug Discovery
Generative Adversarial Networks

Predictive Maintenance
Hypothetical Scenario Generator

Symbolic Reasoning
Reinforcement Learning

General Purpose Decision Engine
Probabilistic Modeling

Reinforcement Learning
Multi-Agent Systems
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CFA	Exam	Adds	Fintech	to	2019	Curriculum
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Come 2019, the wealth managers and financial 
analysts aspiring to add the Chartered Financial 
Analyst designation to their credentials have 
one more subject to deal with. The CFA 
Institute has decided to add fintech to its 2019 
exam curriculum. The new curriculum 
contains a section called fintech and adds study 
material on hot industry topics such as robo-
advisors, big data, artificial intelligence and 
data analysis. The new questions will appear 
in the CFA exam that will be administered in 
2019.

1. Financial Analysis Technology: This 
includes how the financial analysis landscape 
is changing with things such as big data 
analysis, artificial intelligence, machine 
learning, and algorithmic trading.

2. Portfolio Management Technology: This 
includes robo-advisors, technology in 
enterprises such as asset management 
companies

3. Capital Formation: This includes peer-to-peer 
lending, shadow banking, and crowd funding.

4. Market Infrastructure: This includes 
innovations such as cryptocurrencies, 
blockchain technology, high-frequency trading, 
and regulatory-related technology

Source: https://financetrain.com/cfa-exam-adds-fintech-big-data-data-analysis-2019-curriculum/
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Resources	for	a	Career	in	Finance
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1. FinanceAsia (http://www.financeasia.com/)
2. Dealogic (http://www.dealogic.com/)
3. McKinsey Insights (http://www.mckinsey.com/insights)
4. 清科集团：投资界 (http://www.pedaily.cn/)
5. Wind Financial Terminal
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Aug 2011 – 
May 2013 

MORGAN STANLEY ASIA HONG KONG, CHINA 
Associate, Investment Banking Division – Hong Kong Corporate Finance Coverage Team 
• Shangri-La Asia inaugural issuance of US$600MM under US$3Bn Medium Term Note Program 
• Multiple senior unsecured bond offerings for Hong Kong corporates, such as Kerry Properties 

(US$600MM), Hang Lung Properties (US$500MM), Nan Fung (US$300MM), and PCCW (US$500MM) 
  

Summer 2010 Summer Associate, Investment Banking Division – Technology, Media & Telecommunications Group 
• US$272MM IPO of Dangdang Inc., China’s largest B2C e-commerce company (equivalent of Amazon) 

  

2006 – 2009 
2008 – 2009 

J.P. MORGAN CHASE & CO. 
Investment Strategy Analyst, J.P. Morgan Private Wealth Management NEW YORK, NY 
• Sole analyst directly supporting the global Chief Investment Officer (CIO) and Chief Economist of PWM 

  

2006 – 2008 Financial Analyst, J.P. Morgan Private Bank SAN FRANCISCO, CA 
  

Summer 2007 Financial Analyst, J.P. Morgan Private Bank, EMEA Equity Derivatives Group LONDON, UK 
 

Education  
2015 – 2016 UNIVERSITY OF HONG KONG HONG KONG, CHINA 

Master of Science in Information Technology in Education (Specialist Strand: e-Leadership), Distinction. 
  

2009 – 2011 HARVARD BUSINESS SCHOOL BOSTON, MA 
MBA. Co-producer, Asian Cultural Show. Advisor, Harvard Innovation Lab (iLab) 

  

2002 – 2006 UNIVERSITY OF CALIFORNIA, BERKELEY – HAAS SCHOOL OF BUSINESS BERKELEY, CA 
Bachelor of Science in Business Administration, summa cum laude (cumulative GPA: 3.9, top 3% of class). 
Dean’s Honor List (02-06). President, California Investment Association (Haas-sponsored investment fund) 

  
Technology-
related 
Certifications 

Certificate on Machine Learning for Big Data & Text Processing at MIT Computer Science and Artificial 
Intelligence Laboratory (CSAIL). Certificate on Deep Learning and Machine Learning with TensorFlow. 
Certified Bitcoin Professional (CBP). Conducted research into Probabilistic Topic Modeling using R 
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• What you want

• Show face
• Presence counts
• Ask smart questions
• A test of the “intangibles” (EQ)

• Market questions
• Technical questions
• Company specific questions
• General and behavioral questions
• Another test of “intangibles” (EQ)

• Name dropping
• Can be a “hygienic” factor

• Offer negotiation
• “Strategy” vs. “Execution”
• Trends and outlook
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Anthony is currently a researcher focusing on fintech and frontier technologies such as 
artificial intelligence, and blockchain. He has co-authored HBS cases such as Ant Financial 
and Dianrong, and is conducting research into machine learning (e.g. neural networks and 
deep learning). Anthony is the Chief Strategy Officer of Bauhinia Creek Ventures, and 
Venture Mentor of the Hangzhou Municipal Government. As an advisor of the Harvard 
Innovation Lab (iLab), Anthony is part of multiple startups in Greater China.
Anthony used to be an investment banker at Morgan Stanley. Prior to that, he spent several 
years at J.P. Morgan in portfolio management, equity derivatives, and investment strategy 
in San Francisco, London, and New York. In New York, Anthony reported directly to the 
global Chief Investment Officer (CIO) and Chief Economist of J.P. Morgan Private Wealth 
Management managing over US$ 249 billion of client assets.
Anthony completed his MBA at Harvard Business School. He graduated from the University 
of California, Berkeley (Haas School of Business) summa cum laude with a B.S. degree in 
Business Administration. As an elected member of the Board of the Faculty of Education at 
the University of Hong Kong (HKU), Anthony has completed an M.S. degree in Information 
Technology in Education (Distinction) and is conducting research into topics in education 
and innovation using artificial intelligence.
Anthony has been appointed by the HKSI Institute as an instructor. He is also a GCDF 
certified by the U.S. Center For Credentialing & Education and the Chinese University of 
Hong Kong. Anthony currently holds the designations of Chartered Financial Analyst (CFA), 
Chartered Alternative Investment Analyst (CAIA), Financial Risk Manager (FRM) and 
Certified Bitcoin Professional (CBP).
Anthony has completed a certificate in Machine Learning for Big Data & Text Processing at MIT, and a 
workshop on Adaptive Testing at the Psychometrics Centre of the University of Cambridge. He has also 
passed exams in probability and financial mathematics of the Society of Actuaries. Anthony is an FAA 
licensed Private Pilot and a PADI Advanced Scuba Diver, and has completed Wine & Spirit Education Trust 
(WSET) Level 2 with merit.
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Fintech Finance

Education

• Researcher focusing on fintech
and frontier technologies, e.g. 
A.I., blockchain

• Advisor of the Harvard 
Innovation Lab (iLab)

• Instructor of A.I. and blockchain 
at Hong Kong Securities & 
Investment Institute

• Chief Strategy Officer of 
Bauhinia Creek Ventures

Certifications

• Investment banker at Morgan 
Stanley serving Shangri-La, 
China Resources, PCCW etc.

• Analyst at J.P. Morgan in 
portfolio management, equity 
derivatives, and investment 
strategy in San Francisco, 
London, and New York (over 
US$249 billion of assets under 
management)

• Chartered Financial Analyst
(CFA); Chartered Alternative 
Investment Analyst (CAIA);  
Financial Risk Manager (FRM); 
Certified Bitcoin Professional 
(CBP); Certificate in Machine 
Learning for Big Data & Text 
Processing at MIT

• FAA licensed Private Pilot and 
PADI Advanced Scuba Diver

• MBA at Harvard Business 
School

• B.S. Business Administration at 
U.C. Berkeley (summa cum 
laude)

• M.S. of Information Technology 
in Education (Distinction) at the 
University of Hong Kong

• Global Career Development 
Facilitator (GCDF)
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