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Unsupervised Learning

Data: x
Just data, no labels!

Goal: Learn some underlying 
hidden structure of the data

Examples: Clustering, 
dimensionality reduction, feature 
learning, density estimation, etc.

14

Supervised vs Unsupervised Learning

Supervised Learning

Data: (x, y)
x is data, y is label

Goal: Learn a function to map x -> y

Examples: Classification, 
regression, object detection, 
semantic segmentation, image 
captioning, etc.



PCA: Principal Component Analysis
4 1. GEOMETRY OF PCA AND MDS

Figure 1. Principal Component Analysis as the best a�ne sub-
space approximation of data.

Plug in the expression of µ̂n and �i

I =
nX

i=1

kxi � µ̂n � UUT (xi � µ̂n)k2(2)

=
nX

i=1

kxi � µ̂n � Pk(xi � µ̂n)k2(3)

=
nX

i=1

kyi � Pk(yi)k
2, yi := xi � µ̂n(4)

(5)

where Pk = UUT is a projection operator satisfying the idempotent property P 2
k =

Pk.
Denote Y = [y1|y2| · · · |yn] 2 Rp⇥n, whence the original problem turns into

min
U

nX

i=1

kyi � Pk(yi)k
2 = min trace[(Y � PkY )T (Y � PkY )]

= min trace[Y T (I � Pk)(I � Pk)Y ]

= min trace[Y Y T (I � Pk)
2]

= min trace[Y Y T (I � Pk)]

= min[trace(Y Y T ) � trace(Y Y TUUT )]

= min[trace(Y Y T ) � trace(UTY Y TU)].

Above we use cyclic property of trace and idempotent property of projection.
Since Y does not depend on U , the problem above is equivalent to

(6) max
UUT=Ik

Var(UTY ) = max
UUT=Ik

1

n
trace(UTY Y TU) = max

UUT=Ik
trace(UT ⌃̂nU)

I Data: xi = (xi1, ..., xip), i = 1, ..., n.

I Compute sample covariance matrix, e.g.
S = 1

n

Pn
i=1(xi � µ̂)T (xi � µ̂).

I Decompose into eigenvalue-eigenvector pairs:

S = ê⇤̂êT = (ê1
......

...êp)⇤̂

0

B@
ê1
...
êp

1

CA

where ⇤̂ = diag(�̂1, ..., �̂p).

I (�̂k , êk) are eigen-value-eigenvector pairs, �̂1 � ... � �̂p.

10.1 Principal component analysis. 7
•Can you find a low dimensional affine representation?



PCA
I The k-th sample PC.s:

Zk =

0

B@
z1k
...

znk

1

CA = Xêk

I Component-wise, zik = xi1e1k + xi2e2k + ...+ xipepk are the
principle component scores of the i-th observation.

I �̂k measures the importance of the k-th PC.

I �̂k/(�̂1 + ...+ �̂p) = �̂k/trace(S) is interpreted as percentage
of the total variation explained by Yk .

I Usually retain the first few PCs.

I PCs are uncorrelated with each other.

10.1 Principal component analysis. 8



Example: USArrests Data
Example: USArrests data

For each of the 50 states in the United States, the data set
contains the number of arrests per 100, 000 residents for each of
three crimes: Assault, Murder, and Rape.
We also record UrbanPop (the percent of the population in each
state living in urban areas).
The principal component score vectors Zk have length n = 50, and
the principal component loading vectors (êk) have length p = 4.
PCA was performed after standardizing each variable to have mean
zero and standard deviation one.

10.1 Principal component analysis. 9
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Figure: 10.1. Next page

10.1 Principal component analysis. 11

Example: USArrests data

PC1 PC2
Murder 0.5358995 0.4181809
Assault 0.5831836 0.1879856
UrbanPop 0.2781909 0.8728062
Rape 0.5434321 0.1673186

Table 10.1. The principal component loading vectors, ê1 and ê2,
for the USArrests data. These are also displayed in Figure 10.1.

10.1 Principal component analysis. 10



K-Means ClusteringK-Means cluster algorithm

Algorithm 10.1 K-Means Clustering

I 1. Randomly assign a number, from 1 to K, to each of the
observations. These serve as initial cluster assignments for the
observations.

I 2. Iterate until the cluster assignments stop changing:
1. For each of the K clusters, compute the cluster centroid. The

kth cluster centroid is the vector of the p feature means for the
observations in the kth cluster.

2. Assign each observation to the cluster whose centroid is closest
(where closest is defined using Euclidean distance).

10.2. Clustering methods 31

Data Step 1 Iteration 1, Step 2a

Iteration 1, Step 2b Iteration 2, Step 2a Final Results

Figure: 10.6

10.2. Clustering methods 33

FIGURE 10.6. The progress of the K-means algorithm on the
example of Figure 10.5 with K = 3. Top left: the observations are
shown. Top center: in Step 1 of the algorithm, each observation is
randomly assigned to a cluster. Top right: in Step 2(a), the cluster
centroids are computed. These are shown as large colored disks.
Initially the centroids are almost completely overlapping because
the initial cluster assignments were chosen at random. Bottom
left: in Step 2(b), each observation is assigned to the nearest
centroid. Bottom center: Step 2(a) is once again performed,
leading to new cluster centroids. Bottom right: the results
obtained after ten iterations.

10.2. Clustering methods 34



Hierarchical Clustering Algorithms
Hierarchical clustering algorithm

I 1. Begin with n observations and a measure (such as
Euclidean distance) of all the

�n
2

�
= n(n � 1)/2 pairwise

dissimilarities. Treat each observation as its own cluster.
I 2. For i = n, n � 1, ...2:

1. Examine all pairwise inter-cluster dissimilarities among the i
clusters and identify the pair of clusters that are least
dissimilar (that is, most similar). Fuse these two clusters. The
dissimilarity between these two clusters indicates the height in
the dendrogram at which the fusion should be placed.

2. Compute the new pairwise inter-cluster dissimilarities among
the i � 1 remaining clusters.

10.2. Clustering methods 44

Linkage: the dissimilarity measure between two clusters

Linkage Description
Complete Maximal intercluster dissimilarity. Compute all pairwise

dissimilarities between the observations in cluster A and the
observations in cluster B, and record the largest of these dissimilarities.

Single Minimal intercluster dissimilarity. Compute all pairwise
dissimilarities between the observations in cluster A and the observations
in cluster B, and record the smallest of these dissimilarities. Single
linkage can result in extended, trailing clusters in which single
observations are fused one-at-a-time.

Average Mean intercluster dissimilarity. Compute all pairwise dissimilarities
between the observations in cluster A and the observations in cluster B,
and record the average of these dissimilarities.

Centroid Dissimilarity between the centroid for cluster A (a mean vector
of length p) and the centroid for cluster B. Centroid linkage can
result in undesirable inversions.

TABLE 10.2. A summary of the four most commonly-used types of linkage

10.2. Clustering methods 45
Average Linkage Complete Linkage Single Linkage

Figure: 10.12. Average, complete, and single linkage applied to an example data set.
Average and complete linkage tend to yield more balanced clusters.

10.2. Clustering methods 47



Manifold Learning: Nonlinear 
Dimensionality Reduction
´ MDS
´ ISOMAP
´ LLE: Locally linear Embedding
´ Laplacian Eigenmap
´ Hessian Eigenmap
´ Diffusion Map
´ LTSA: Local Tangent Space Alignment
´ *MDS-SDP (Sensor-Network-Localization)
´ t-SNE
´ https://scikit-learn.org/stable/modules/manifold.html
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Generative Models

16

Training data ~ pdata(x) Generated samples ~ pmodel(x)

Want to learn pmodel(x) similar to pdata(x)

Given training data, generate new samples from same distribution
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Generative Models

17

Training data ~ pdata(x) Generated samples ~ pmodel(x)

Want to learn pmodel(x) similar to pdata(x)

Given training data, generate new samples from same distribution

Addresses density estimation, a core problem in unsupervised learning
Several flavors: 

- Explicit density estimation: explicitly define and solve for pmodel(x) 
- Implicit density estimation: learn model that can sample from pmodel(x) w/o explicitly defining it 
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Why Generative Models?

18

- Realistic samples for artwork, super-resolution, colorization, etc.

- Generative models of time-series data can be used for simulation and 
planning (reinforcement learning applications!)

- Training generative models can also enable inference of  latent 
representations that can be useful as general features

FIgures from L-R are copyright: (1) Alec Radford et al. 2016; (2) David Berthelot et al. 2017; Phillip Isola et al. 2017. Reproduced with authors permission. 
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Taxonomy of Generative Models

19

Generative models

Explicit density Implicit density

Direct

Tractable density Approximate density Markov Chain

Variational Markov Chain

Fully Visible Belief Nets
- NADE
- MADE
- PixelRNN/CNN

Change of variables models 
(nonlinear ICA)

Variational Autoencoder Boltzmann Machine

GSN

GAN

Figure copyright and adapted from Ian Goodfellow, Tutorial on Generative Adversarial Networks, 2017.



Variational Autoencoders (VAE)
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Some background first: Autoencoders

37

Encoder

Input data

Features

Unsupervised approach for learning a lower-dimensional feature representation 
from unlabeled training data

e.g. PCA, Manifold 
Learning, Dictionary 
Learning
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Some background first: Autoencoders

42

Encoder

Input data

Features

How to learn this feature representation?
Train such that features can be used to reconstruct original data
“Autoencoding” - encoding itself

Decoder

Reconstructed 
input data

e.g. PCA, Manifold Learning, 
Dictionary Learning, Matrix 
Factorization: D = E’



Deep Autoencoder
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Some background first: Autoencoders

40

Encoder

Input data

Features

Unsupervised approach for learning a lower-dimensional feature representation 
from unlabeled training data

Originally: Linear + 
nonlinearity (sigmoid)
Later: Deep, fully-connected
Later: ReLU CNN

z usually smaller than x
(dimensionality reduction)

Q: Why dimensionality 
reduction?

A: Want features to 
capture meaningful 
factors of variation in 
data



Deep Learning for decoders
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Some background first: Autoencoders

43

Encoder

Input data

Features

How to learn this feature representation?
Train such that features can be used to reconstruct original data
“Autoencoding” - encoding itself

Decoder

Reconstructed 
input data

Originally: Linear + 
nonlinearity (sigmoid)
Later: Deep, fully-connected
Later: ReLU CNN (upconv)



L2 Loss functions
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Some background first: Autoencoders

46

Encoder

Input data

Features

Decoder

Reconstructed 
input data

Reconstructed data

Input data

Encoder: 4-layer conv
Decoder: 4-layer upconv

L2 Loss function: 
Train such that features 
can be used to 
reconstruct original data

Doesn’t use labels!
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Some background first: Autoencoders

47

Encoder

Input data

Features

Decoder

Reconstructed 
input data

After training, 
throw away decoder



Autoencoders for Transfer Learning
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Some background first: Autoencoders

48

Encoder

Input data

Features

Classifier

Predicted Label

Fine-tune
encoder
jointly with
classifier

Loss function 
(Softmax, etc)

Encoder can be 
used to initialize a 
supervised model

plane
dog deer

bird
truck

Train for final task 
(sometimes with 

small data)
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Some background first: Autoencoders

49

Encoder

Input data

Features

Decoder

Reconstructed 
input data

Autoencoders can reconstruct 
data, and can learn features to 
initialize a supervised model

Features capture factors of 
variation in training data. Can we 
generate new images from an 
autoencoder?



Fei-Fei Li & Justin Johnson & Serena Yeung Lecture 13 - May 18, 201752

Sample from
true prior

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Variational Autoencoders

Assume training data                  is generated from underlying unobserved (latent) 
representation z

Probabilistic spin on autoencoders - will let us sample from the model to generate data!

Sample from 
true conditional

Intuition (remember from autoencoders!): 
x is an image, z is latent factors used to 
generate x: attributes, orientation, etc. 
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Sample from
true prior

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Variational Autoencoders

Sample from 
true conditional

We want to estimate the true parameters 
of this generative model.

How should we represent this model?

Choose prior p(z) to be simple, e.g. 
Gaussian. Reasonable for latent attributes, 
e.g. pose, how much smile.
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Sample from
true prior

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Variational Autoencoders

Sample from 
true conditional

We want to estimate the true parameters 
of this generative model.

How should we represent this model?

Choose prior p(z) to be simple, e.g. 
Gaussian.

Conditional p(x|z) is complex (generates 
image) => represent with neural network

 

Decoder 
network
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Sample from
true prior

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Variational Autoencoders

Sample from 
true conditional

We want to estimate the true parameters 
of this generative model.

 

How to train the model?

Remember strategy for training generative 
models from FVBNs. Learn model parameters         
to maximize likelihood of training data

Now with latent z

Decoder 
network
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Sample from
true prior

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Variational Autoencoders

Sample from 
true conditional

We want to estimate the true parameters 
of this generative model.

 

How to train the model?

Remember strategy for training generative 
models from FVBNs. Learn model parameters         
to maximize likelihood of training data

Q: What is the problem with this?

Intractable!

Decoder 
network



Variational Autoencoders: Intractability
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Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Variational Autoencoders: Intractability

Data likelihood:

Intractible to compute 
p(x|z) for every z!

ʰ ✔ ✔

Fei-Fei Li & Justin Johnson & Serena Yeung Lecture 13 - May 18, 201767

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Variational Autoencoders: Intractability

Data likelihood:
ʰ

✔

✔

Posterior density also intractable:
ʰ✔

✔

Intractable data likelihood



Variational Lower Bounds
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Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Variational Autoencoders: Intractability

Data likelihood:
ʰ

✔

✔

Posterior density also intractable:
ʰ✔

✔

Solution: In addition to decoder network modeling pθ(x|z), define additional 
encoder network qɸ(z|x) that approximates pθ(z|x)

Will see that this allows us to derive a lower bound on the data likelihood that is 
tractable, which we can optimize
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Variational Autoencoders

71

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014

Encoder network

Since we’re modeling probabilistic generation of data, encoder and decoder networks are probabilistic

Decoder network

(parameters ɸ) (parameters θ)

Sample z from Sample x|z from

Encoder and decoder networks also called 
“recognition”/“inference” and “generation” networks

Project 2 7

http://dx.doi.org/10.1016/j.acha.2015.11.005

In project 1, some explorations can be found here for your reference:

1) Jianhui ZHANG, Hongming ZHANG,Weizhi ZHU, and Min FAN: https://deeplearning-math.
github.io/slides/Project1_ZhangZhangZhuFan.pdf,

2) Wei HU, Yuqi ZHAO, Rougang YE, and Ruijian HAN: https://deeplearning-math.

github.io/slides/Project1_HuZhaoYeHan.pdf.

Moreover, the following report by Shun ZHANG from Fudan University presents a comparison
with Neural Style features:

3) https://www.dropbox.com/s/ccver43xxvo14is/ZHANG.Shun_essay.pdf?dl=0.

Appendix

`(w) = �
X

i2Mw

yi hw,xii , Mw = {i : yi hxi, wi < 0, yi 2 {�1, 1}}.

wt+1 = wt � ⌘tri`(w)

=

⇢
wt � ⌘tyixi, if yiwT

t xi < 0,
wt, otherwise.

ti = yi

Max-Margin:

min kwk2

s.t. yix
T
i w � 1, 8i

f(x) = W2�(W1x)

where �(u) = max(0, u) is ReLU, W1 2 Rd⇥q, and W2 2 Rq⇥1

Margin

� := min
i

yif(xi)

Normalized Margin

�n :=
�

Q2
i=1 kWik

Assume that ⌃x|z and ⌃z|x are both diagonal, i.e. conditional independence.
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:

This KL term (between 
Gaussians for encoder and z 
prior) has nice closed-form 
solution!

pθ(z|x) intractable (saw 
earlier), can’t compute this KL 
term :(  But we know KL 
divergence always  >= 0.

Decoder network gives pθ(x|z), can 
compute estimate of this term through 
sampling. (Sampling differentiable 
through reparam. trick, see paper.)Fei-Fei Li & Justin Johnson & Serena Yeung Lecture 13 - May 18, 201777

Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:

Tractable lower bound which we can take 
gradient of and optimize! (pθ(x|z) differentiable, 
KL term differentiable)
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Variational Autoencoders
Now equipped with our encoder and decoder networks, let’s work out the (log) data likelihood:

Variational lower bound (“ELBO”) Training: Maximize lower bound

Reconstruct
the input data

Make approximate 
posterior distribution 
close to prior



Stage I in Forward Pass
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Encoder network

Input Data

Variational Autoencoders
Putting it all together: maximizing the 
likelihood lower bound

Make approximate 
posterior distribution 
close to prior



Stage II in forward pass
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Encoder network

Decoder network

Sample z from

Sample x|z from

Input Data

Variational Autoencoders
Putting it all together: maximizing the 
likelihood lower bound

Make approximate 
posterior distribution 
close to prior

Maximize 
likelihood of 
original input 
being 
reconstructed
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Encoder network

Decoder network

Sample z from

Sample x|z from

Input Data

Variational Autoencoders
Putting it all together: maximizing the 
likelihood lower bound

Make approximate 
posterior distribution 
close to prior

Maximize 
likelihood of 
original input 
being 
reconstructed

For every minibatch of input 
data: compute this forward 
pass, and then backprop!



VAE: generating data
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Decoder network

Sample z from

Sample x|z from

Variational Autoencoders: Generating Data!
Use decoder network.  Now sample z from prior! Data manifold for 2-d z

Vary z1

Vary z2Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014



VAE: generating data
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Variational Autoencoders: Generating Data!

Vary z1

Vary z2

Degree of smile

Head pose

Diagonal prior on z 
=> independent 
latent variables

Different 
dimensions of z 
encode 
interpretable factors 
of variation

Also good feature representation that 
can be computed using qɸ(z|x)! 

Kingma and Welling, “Auto-Encoding Variational Bayes”, ICLR 2014



VAE: Generating Data
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Variational Autoencoders: Generating Data!

32x32 CIFAR-10
Labeled Faces in the Wild

Figures copyright (L) Dirk Kingma et al. 2016; (R) Anders Larsen et al. 2017. Reproduced with permission. 



Variational Autoencoders

´ Probabilistic spin to traditional autoencoders => allows generating data
Defines an intractable density => derive and optimize a (variational) lower bound 

´ Pros: 
´ Principled approach to generative models 
´ Allows inference of q(z|x), can be useful feature representation for other tasks 

´ Cons: 
´ Maximizes lower bound of likelihood
´ Samples blurrier and lower quality compared to state-of-the-art (GANs) 

´ Active areas of research: 
´ More flexible approximations, e.g. richer approximate posterior instead of diagonal 

Gaussian 
´ Incorporating structure in latent variables 



Generative Adversarial Networks 
(GAN)
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So far...
PixelCNNs define tractable density function, optimize likelihood of training data:

VAEs define intractable density function with latent z:  

Cannot optimize directly, derive and optimize lower bound on likelihood instead

10
1

What if we give up on explicitly modeling density, and just want ability to sample?

GANs: don’t work with any explicit density function!
Instead, take game-theoretic approach: learn to generate from training distribution 
through 2-player game
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Problem: Want to sample from complex, high-dimensional training distribution.  No direct 
way to do this!

Solution: Sample from a simple distribution, e.g. random noise.  Learn transformation to 
training distribution.

   

Generative Adversarial Networks

10
3

zInput: Random noise

Generator 
Network

Output: Sample from 
training distribution 

Q: What can we use to 
represent this complex 
transformation?

A: A neural network!

Ian Goodfellow et al., “Generative 
Adversarial Nets”, NIPS 2014
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Training GANs: Two-player game

10
5

Generator network: try to fool the discriminator by generating real-looking images
Discriminator network: try to distinguish between real and fake images 

zRandom noise

Generator Network

Discriminator Network

Fake Images
(from generator)

Real Images
(from training set)

Real or Fake

Ian Goodfellow et al., “Generative 
Adversarial Nets”, NIPS 2014

Fake and real images copyright Emily Denton et al. 2015. Reproduced with permission.



Training GANs: Minimax Game
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Training GANs: Two-player game

10
6

Generator network: try to fool the discriminator by generating real-looking images
Discriminator network: try to distinguish between real and fake images

 

Train jointly in minimax game

Minimax objective function:

Ian Goodfellow et al., “Generative 
Adversarial Nets”, NIPS 2014



Training GANs: Minimax Game
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Training GANs: Two-player game

10
8

Generator network: try to fool the discriminator by generating real-looking images
Discriminator network: try to distinguish between real and fake images

 

Train jointly in minimax game

Minimax objective function:

Discriminator output 
for real data x

Discriminator output for 
generated fake data G(z) 

Discriminator outputs likelihood in (0,1) of real image 

- Discriminator (θd) wants to maximize objective such that D(x) is close to 1 (real) and 
D(G(z)) is close to 0 (fake)

- Generator (θg) wants to minimize objective such that D(G(z)) is close to 1 
(discriminator is fooled into thinking generated G(z) is real)

Ian Goodfellow et al., “Generative 
Adversarial Nets”, NIPS 2014



Training GANs
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Training GANs: Two-player game

10
9

Minimax objective function:

Alternate between:
1. Gradient ascent on discriminator

2.    Gradient descent on generator

Ian Goodfellow et al., “Generative 
Adversarial Nets”, NIPS 2014



The Issue in Training GANs
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Training GANs: Two-player game

11
0

Minimax objective function:

Alternate between:
1. Gradient ascent on discriminator

2.    Gradient descent on generator

In practice, optimizing this generator objective 
does not work well!

Ian Goodfellow et al., “Generative 
Adversarial Nets”, NIPS 2014

When sample is likely 
fake, want to learn 
from it to improve 
generator. But 
gradient in this region 
is relatively flat!

Gradient signal 
dominated by region 
where sample is 
already good
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Training GANs: Two-player game

11
1

Minimax objective function:

Alternate between:
1. Gradient ascent on discriminator

2.    Instead: Gradient ascent on generator, different 
objective

Instead of minimizing likelihood of discriminator being correct, now 
maximize likelihood of discriminator being wrong. 
Same objective of fooling discriminator, but now higher gradient 
signal for bad samples => works much better! Standard in practice.

Ian Goodfellow et al., “Generative 
Adversarial Nets”, NIPS 2014

High gradient signal 

Low gradient signal 
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Training GANs: Two-player game

11
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Putting it together: GAN training algorithm

Ian Goodfellow et al., “Generative 
Adversarial Nets”, NIPS 2014

Other Losses (Wasserstein Distance, KL-divergence) are better in stability! 
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Training GANs: Two-player game

11
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Generator network: try to fool the discriminator by generating real-looking images
Discriminator network: try to distinguish between real and fake images 

zRandom noise

Generator Network

Discriminator Network

Fake Images
(from generator)

Real Images
(from training set)

Real or Fake

After training, use generator network to 
generate new images 

Ian Goodfellow et al., “Generative 
Adversarial Nets”, NIPS 2014

Fake and real images copyright Emily Denton et al. 2015. Reproduced with permission.



Fei-Fei Li & Justin Johnson & Serena Yeung Lecture 13 - May 18, 2017

Generative Adversarial Nets

11
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Nearest neighbor from training set

Generated samples

Ian Goodfellow et al., “Generative 
Adversarial Nets”, NIPS 2014

Figures copyright Ian Goodfellow et al., 2014. Reproduced with permission.
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Generative Adversarial Nets
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Nearest neighbor from training set

Generated samples (CIFAR-10)

Ian Goodfellow et al., “Generative 
Adversarial Nets”, NIPS 2014

Figures copyright Ian Goodfellow et al., 2014. Reproduced with permission.
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Radford et al, “Unsupervised Representation Learning with Deep Convolutional Generative Adversarial Networks”, ICLR 2016

Generator is an upsampling network with fractionally-strided convolutions
Discriminator is a convolutional network
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Radford et al, “Unsupervised Representation Learning with Deep Convolutional Generative Adversarial Networks”, ICLR 2016

Generator

Generative Adversarial Nets: Convolutional Architectures
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Radford et al,
 ICLR 2016

Samples 
from the 
model look 
amazing!

Generative Adversarial Nets: Convolutional Architectures
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Radford et al,
 ICLR 2016

Interpolating 
between 
random 
points in latent 
space

Generative Adversarial Nets: Convolutional Architectures
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Smiling woman Neutral woman Neutral man

Smiling ManSamples 
from the 
model

Average Z 
vectors, do 
arithmetic

Radford et al, ICLR 2016

Generative Adversarial Nets: Interpretable Vector Math
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Glasses man No glasses man No glasses woman

Woman with glasses

Radford et al, 
ICLR 2016

Generative Adversarial Nets: Interpretable Vector Math
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CycleGAN. Zhu et al. 2017.

2017: Year of the GAN
Better training and generation

LSGAN. Mao et al. 2017.

BEGAN. Bertholet et al. 2017.

Source->Target domain transfer

Many GAN applications

Pix2pix. Isola 2017. Many examples at 
https://phillipi.github.io/pix2pix/

Reed et al. 2017.

Text -> Image Synthesis 



Reference of GANs

´ The GAN zoo: https://github.com/hindupuravinash/the-gan-zoo

´ See also: https://github.com/soumith/ganhacks for tips and tricks for 
trainings GANs 



GANs

´ Don’t work with an explicit density function
Take game-theoretic approach: learn to generate from training distribution 
through 2-player minimax zero-sum game 

´ Pros:
´ Beautiful, state-of-the-art samples! 

´ Cons: 
´ Trickier / more unstable to train 
´ Can’t solve inference queries such as p(x), p(z|x) 

´ Active areas of research: 
´ Better loss functions, more stable training (Wasserstein GAN, LSGAN, etc.) 
´ Conditional GANs, GANs for all kinds of applications 



Robust Estimation and GANs
Chao GAO, Jiyi LIU, Y.Y., and Weizhi ZHU

Outline Generalization and Breiman’s Dilemma Robustness and Huber’s Contamination Model Summary
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Deep Learning is 
Notoriously Not Robust!

• Imperceivable adversarial examples are ubiquitous 
to fail neural networks 

• How can one achieve robustness?

Outline Generalization and Breiman’s Dilemma Robustness and Huber’s Contamination Model Summary

Adversarial and Huber’s Agnostic Contamination Model

Deep Neural Networks are Notoriously not Robust

• Imperceivable adversarial examples are ubiquitous to fail neural networks.

• How can one achieve robustness against adversarial?

Yuan Yao Breiman-Huber



Robust Optimization
Outline Generalization and Breiman’s Dilemma Robustness and Huber’s Contamination Model Summary

Adversarial and Huber’s Agnostic Contamination Model

Robust Optimization

• Traditional training:

min
✓

Jn(✓, z = (xi , yi )
n
i=1)

• e.g. square or cross-entropy loss as negative log-likelihood of logit

models

• Robust optimization:

min
✓

max
k✏ik�

Jn(✓, z = (xi + ✏i , yi )
n
i=1)

• robust to any distributions, yet perhaps too conservative

• Distributional Robust Optimization:

min
✓

max
✏

Ez⇠P✏2D[Jn(✓, z)]

• D is a set of ambiguous distributions, e.g. Wasserstein ambiguity set

• intermediate approach with statistically contaminated distributions

• sometimes, contamination might be unstructured...

Yuan Yao Breiman-Huber

Figure 7: The choice of attack method - FGSM (red) vs. PGD (blue) matters.

Figure 8: Values of the local maxima given by the cross-entropy loss for five examples from the MNIST
and CIFAR10 evaluation datasets. For each example, PGD is started uniformly at random around the
example and iterated until the loss plateaus.The blue histogram corresponds to the loss on a naturally
trained network, while the red histogram corresponds to the adversarially trained counterpart. The
loss is significantly smaller for the adversarially trained networks, and the final loss values are very
concentrated without any outliers.

Figure 9: Natural classification (left) vs. adversarial boundaries (right) corresponding to `1 ball around
training points.

alone increases accuracy. When adversaries like PGD are added, for small capacity networks PGD fails
to learn a meaningful decision boundary and performance is sacrificed for robustness. On the other
hand, for large capacity networks a robust and accurate solution can be achieved with PGD adversary.

The PGD adversary was trained for both MNIST and CIFAR10 and it has been shown that there
is a steady decrease in the training loss of adversarial examples (Figure 11) showing an indication that
the original adversarial training optimization problem is indeed being solved during training.

7



Distributional Robust 
Optimization
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Adversarial and Huber’s Agnostic Contamination Model

Robust Optimization

• Traditional training:

min
✓

Jn(✓, z = (xi , yi )
n
i=1)

• e.g. square or cross-entropy loss as negative log-likelihood of logit

models

• Robust optimization:

min
✓

max
k✏ik�

Jn(✓, z = (xi + ✏i , yi )
n
i=1)

• robust to any distributions, yet perhaps too conservative

• Distributional Robust Optimization:

min
✓

max
✏

Ez⇠P✏2D[Jn(✓, z)]

• D is a set of ambiguous distributions, e.g. Wasserstein ambiguity set

• intermediate approach with statistically contaminated distributions

• sometimes, contamination might be unstructured...

Yuan Yao Breiman-Huber



Huber’s Model

contamination proportion

parameter of interest

arbitrary contamination

[Huber 1964]

Chao Gao, Department of Statistics, Yale University c� July 28, 2016 1
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An Example
Chao Gao, Department of Statistics, Yale University c� September 17, 2015 1

X1, ..., Xn ⇠ (1� ✏)N(✓, Ip) + ✏Q.

How to estimate ✓?

how to estimate ?



Robust Maxmum-Likelihood 
Does not work!Chao Gao, Department of Statistics, Yale University c� September 17, 2015 1

X1, ..., Xn ⇠ (1� ✏)N(✓, Ip) + ✏Q.

How to estimate ✓?

Outline Generalization and Breiman’s Dilemma Robustness and Huber’s Contamination Model Summary

Adversarial and Huber’s Agnostic Contamination Model

`(✓,Q) = negative log-likelihood =
nX

i=1

(✓ � Xi )
2

⇠ (1� ✏)EN (✓)(✓ � X )2 + ✏EQ(✓ � X )2

the sample mean

✓̂mean =
1
n

nX

i=1

Xi = argmin
✓

`(✓,Q)

min
✓

max
Q

`(✓,Q) � max
Q

min
✓

`(✓,Q) = max
Q

`(✓̂mean,Q) = 1

Yuan Yao Breiman-Huber



Medians
Chao Gao, Department of Statistics, Yale University c� September 17, 2015 1

X1, ..., Xn ⇠ (1� ✏)N(✓, Ip) + ✏Q.

How to estimate ✓?

Estimator 1:

✓̂ = (✓̂j), where ✓̂j = Median({Xij}ni=1);

Estimator 2:

✓̂ = argmax
⌘2Rp

min
||u||=1

1

n

nX

i=1

I{uTXi > uT ⌘}.

1. Coordinatewise median
Chao Gao, Department of Statistics, Yale University c� September 17, 2015 1

X1, ..., Xn ⇠ (1� ✏)N(✓, Ip) + ✏Q.

How to estimate ✓?

Estimator 1:

✓̂ = (✓̂j), where ✓̂j = Median({Xij}ni=1);

Estimator 2:

✓̂ = argmax
⌘2Rp

min
||u||=1

1

n

nX

i=1

I{uTXi > uT ⌘}.

2. Tukey’s median
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Adversarial and Huber’s Agnostic Contamination Model

Statistical Accuracy

Coordinatewise Median Tukey’s Median

breakdown point 1/2 1/3

statistical precision
p

n

p

n

(no contamination)

statistical precision
p

n
+ p✏2

p

n
+ ✏2: minimax

(with contamination) [Chen-Gao-Ren’15]

computational complexity Polynomial NP-hard

[Amenta et al. ’00]

Yuan Yao Breiman-Huber

Comparisons

Note: R-package for Tukey median can not deal with more 
than 10 dimensions! 

[https://github.com/ChenMengjie/DepthDescent] 



`2 loss is
p p

n _ ✏ (Theorem 3.2). Since the main difficulty of the problem is to achieve a linear dependence on
✏, our numerical experiments consider settings with p = 100 and very large n so that

�p p
n _ ✏

�
= ✏. Figure

7 indeed shows a roughly linear dependence on ✏ with various values of contamination factors. According
to [21], the worst-case contamination distribution is not a distribution far away from N(✓, Ip), but instead
very close to N(✓, Ip). This is confirmed in Figure 7 that the green line (CF= 1.2) gives the largest error. The
results also inlcude the behavior of error against dimension. When ✏ is the dominating term between

p p
n

and ✏, we expect to see error curves that do not grow with the dimension, which is indeed the case.

Figure 8: Network structures
(with ReLU nonlinearity) that
are compatible with variational
robust estimation.

2. The Neural Network Architecture Matters. It turns out the structure of
T directly determines whether the procedure works or fails. A prelimi-
nary conclusion is summarized in Figure 8 after extensive numerical ex-
periments. Interestingly, for location estimation, variational optimization
with a network structure without hidden layers (equivalent to logistic re-
gression) converges to the empirical mean, which is not robust. Networks
with one or two hidden layers work very well in our experiments under
Huber’s contamination model. On the other hand, for covariance ma-
trix estimation, a two-hidden-layer structure seems to be necessary. An
important theoretical question in this project is that given a robust estima-
tion task, how to specify an appropriate neural network architecture that
leads to rate-optimal robust procedures under Huber’s ✏-contamination
model? How to characterize the class of network structures that lead to
good approximations of the depth-based estimators?

Figure 9: Computational time
against p using four GTX 1080 Ti
GPUs.

3. Computational Complexity against Dimension. As we have just men-
tioned, even an approximate algorithm for optimizing Tukey’s depth
takes O(eCp) in time [21, 64, 65]. However, this is not the case when we
adopt the f-Learning/GAN framework. As is demonstrated in Figure 9,
the computational time for doing one JS-GAN or TV-GAN is roughly lin-
ear with respect to the dimension. In contrast, the approximate search al-
gorithm in [21] cannot even produce a result when the dimension exceeds
ten. The only explanation is that the optimization conducted through the
variational f-Learning framework quickly finds a local optimum of the
objective function. Surprisingly, it turns out the local optimum is very
good and has a performance comparable to the theoretical minimax rate
(Figure 7).

Each of the above points will lead to a nontrivial research problem in computational robust statistics.

3.4 Project 2(c): Understanding Robust Properties of f-GAN
The link between robust statistics and deep learning through f-GAN (Figure 4) provides us with an interest-
ing angle to study the robustness of various f-GAN procedures. Our research question is:

“What choices of f lead to robust learning procedures?”
To this question, we have already known that f = (x�1)+ is robust, because this corresponds to various

depth-based estimators (Figure 6). The key property that leads to the robustness of total variation learning
is

{(1� ✏)P + ✏Q : Q} ⇢ {Q : TV(P,Q)  ✏} . (17)
That is, Huber’s ✏-contamination neighborhood is a subset of a total variation ball with radius ✏. This means
that an ✏-fraction of contaminated data points at most results in an extra ✏ loss in terms of total variation.
Moreover, we also know that Kullback-Leilber learning (MLE) is not robust, because

{(1� ✏)P + ✏Q : Q} ⇢ {Q : D(PkQ)  �} , (18)
where the smallest � to make (18) holds is � = 1, a consequence of the fact that Kullback-Leilber diver-
gence is not bounded. The original proposal of GAN [25] corresponds to the Janson-Shannon learning.
Remarkably, it is robust because

{(1� ✏)P + ✏Q : Q} ⇢ {Q : DJS(PkQ)  (log 2) · ✏} . (19)
The relation (19) can be derived from basic f-divergence inequalities [74]. These preliminary observations
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Generative Adversarial Networks 
[Goodfellow et al. 2014]

Note: R-package for Tukey median can not deal with more 
than 10 dimensions [https://github.com/ChenMengjie/

DepthDescent] 



JS-GAN

numerical
experiment

Chao Gao, Department of Statistics, Yale University c� August 12, 2018 1
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✏, our numerical experiments consider settings with p = 100 and very large n so that
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= ✏. Figure

7 indeed shows a roughly linear dependence on ✏ with various values of contamination factors. According
to [21], the worst-case contamination distribution is not a distribution far away from N(✓, Ip), but instead
very close to N(✓, Ip). This is confirmed in Figure 7 that the green line (CF= 1.2) gives the largest error. The
results also inlcude the behavior of error against dimension. When ✏ is the dominating term between
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and ✏, we expect to see error curves that do not grow with the dimension, which is indeed the case.

Figure 8: Network structures
(with ReLU nonlinearity) that
are compatible with variational
robust estimation.

2. The Neural Network Architecture Matters. It turns out the structure of
T directly determines whether the procedure works or fails. A prelimi-
nary conclusion is summarized in Figure 8 after extensive numerical ex-
periments. Interestingly, for location estimation, variational optimization
with a network structure without hidden layers (equivalent to logistic re-
gression) converges to the empirical mean, which is not robust. Networks
with one or two hidden layers work very well in our experiments under
Huber’s contamination model. On the other hand, for covariance ma-
trix estimation, a two-hidden-layer structure seems to be necessary. An
important theoretical question in this project is that given a robust estima-
tion task, how to specify an appropriate neural network architecture that
leads to rate-optimal robust procedures under Huber’s ✏-contamination
model? How to characterize the class of network structures that lead to
good approximations of the depth-based estimators?

Figure 9: Computational time
against p using four GTX 1080 Ti
GPUs.

3. Computational Complexity against Dimension. As we have just men-
tioned, even an approximate algorithm for optimizing Tukey’s depth
takes O(eCp) in time [21, 64, 65]. However, this is not the case when we
adopt the f-Learning/GAN framework. As is demonstrated in Figure 9,
the computational time for doing one JS-GAN or TV-GAN is roughly lin-
ear with respect to the dimension. In contrast, the approximate search al-
gorithm in [21] cannot even produce a result when the dimension exceeds
ten. The only explanation is that the optimization conducted through the
variational f-Learning framework quickly finds a local optimum of the
objective function. Surprisingly, it turns out the local optimum is very
good and has a performance comparable to the theoretical minimax rate
(Figure 7).

Each of the above points will lead to a nontrivial research problem in computational robust statistics.

3.4 Project 2(c): Understanding Robust Properties of f-GAN
The link between robust statistics and deep learning through f-GAN (Figure 4) provides us with an interest-
ing angle to study the robustness of various f-GAN procedures. Our research question is:

“What choices of f lead to robust learning procedures?”
To this question, we have already known that f = (x�1)+ is robust, because this corresponds to various

depth-based estimators (Figure 6). The key property that leads to the robustness of total variation learning
is

{(1� ✏)P + ✏Q : Q} ⇢ {Q : TV(P,Q)  ✏} . (17)
That is, Huber’s ✏-contamination neighborhood is a subset of a total variation ball with radius ✏. This means
that an ✏-fraction of contaminated data points at most results in an extra ✏ loss in terms of total variation.
Moreover, we also know that Kullback-Leilber learning (MLE) is not robust, because

{(1� ✏)P + ✏Q : Q} ⇢ {Q : D(PkQ)  �} , (18)
where the smallest � to make (18) holds is � = 1, a consequence of the fact that Kullback-Leilber diver-
gence is not bounded. The original proposal of GAN [25] corresponds to the Janson-Shannon learning.
Remarkably, it is robust because

{(1� ✏)P + ✏Q : Q} ⇢ {Q : DJS(PkQ)  (log 2) · ✏} . (19)
The relation (19) can be derived from basic f-divergence inequalities [74]. These preliminary observations
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objective function. Surprisingly, it turns out the local optimum is very
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with one or two hidden layers work very well in our experiments under
Huber’s contamination model. On the other hand, for covariance ma-
trix estimation, a two-hidden-layer structure seems to be necessary. An
important theoretical question in this project is that given a robust estima-
tion task, how to specify an appropriate neural network architecture that
leads to rate-optimal robust procedures under Huber’s ✏-contamination
model? How to characterize the class of network structures that lead to
good approximations of the depth-based estimators?

Figure 9: Computational time
against p using four GTX 1080 Ti
GPUs.

3. Computational Complexity against Dimension. As we have just men-
tioned, even an approximate algorithm for optimizing Tukey’s depth
takes O(eCp) in time [21, 64, 65]. However, this is not the case when we
adopt the f-Learning/GAN framework. As is demonstrated in Figure 9,
the computational time for doing one JS-GAN or TV-GAN is roughly lin-
ear with respect to the dimension. In contrast, the approximate search al-
gorithm in [21] cannot even produce a result when the dimension exceeds
ten. The only explanation is that the optimization conducted through the
variational f-Learning framework quickly finds a local optimum of the
objective function. Surprisingly, it turns out the local optimum is very
good and has a performance comparable to the theoretical minimax rate
(Figure 7).

Each of the above points will lead to a nontrivial research problem in computational robust statistics.

3.4 Project 2(c): Understanding Robust Properties of f-GAN
The link between robust statistics and deep learning through f-GAN (Figure 4) provides us with an interest-
ing angle to study the robustness of various f-GAN procedures. Our research question is:

“What choices of f lead to robust learning procedures?”
To this question, we have already known that f = (x�1)+ is robust, because this corresponds to various

depth-based estimators (Figure 6). The key property that leads to the robustness of total variation learning
is

{(1� ✏)P + ✏Q : Q} ⇢ {Q : TV(P,Q)  ✏} . (17)
That is, Huber’s ✏-contamination neighborhood is a subset of a total variation ball with radius ✏. This means
that an ✏-fraction of contaminated data points at most results in an extra ✏ loss in terms of total variation.
Moreover, we also know that Kullback-Leilber learning (MLE) is not robust, because

{(1� ✏)P + ✏Q : Q} ⇢ {Q : D(PkQ)  �} , (18)
where the smallest � to make (18) holds is � = 1, a consequence of the fact that Kullback-Leilber diver-
gence is not bounded. The original proposal of GAN [25] corresponds to the Janson-Shannon learning.
Remarkably, it is robust because

{(1� ✏)P + ✏Q : Q} ⇢ {Q : DJS(PkQ)  (log 2) · ✏} . (19)
The relation (19) can be derived from basic f-divergence inequalities [74]. These preliminary observations
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Theorem [GLYZ18]. For a neural network 
class     with at least one hidden layer and 
appropriate regularization, we have 

with high probability uniformly over             .
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• Discriminator helps identify outliers or contaminated samples 

• Generator fits uncontaminated portion of true samples 

Discriminator identifies 
outliers 

Table 4 shows the performances of JS-GAN, TV-GAN, dimension halving, and iterative

filtering with i.i.d. observations sampled from (1� ✏)N(0p, Ip) + ✏Q. The network structure,

for both JS-GAN and TV-GAN, has one hidden layer with 20 hidden units when the sample

size is 50,000 and 2 hidden units when sample size is 5,000. With fixed network structure,

the hyper parameters are robust to various sampling distributions. For the network with

20 hidden units, the critical parameters to reproduce the results in the table are �g = 0.02,

�d = 0.2, K = 5, T = 150 (p = 100), T = 250 (p = 200), T0 = 25 for JS-GAN and

�g = 0.0001, �d = 0.3, K = 2, T = 150 (p = 100), T = 250 (p = 200), T0 = 1, � = 0.1

for TV-GAN, where � is the penalty factor of the additional regularization term (21). For

the network with 2 hidden units, the critical parameters to reproduce the results below are

�g = 0.01, �d = 0.2, K = 5, T = 150 (p = 100), T0 = 25 for JS-GAN and �g = 0.01, �d = 0.1,

K = 5, T = 150 (p = 100), T0 = 1 for TV-GAN. We use Xavier initialization [28] for both

JS-GAN and TV-GAN trainings.

To summarize, our method outperforms other algorithms in most cases. TV-GAN is good

at cases when Q and N(0p, Ip) are non-separable but fails when Q is far away from N(0p, Ip)

due to optimization issues discussed in Section 3.1 (Figure 1). On the other hand, JS-GAN

stably achieves the lowest error in separable cases and also shows competitive performances

for non-separable ones.

Q n p ✏ TV-GAN JS-GAN Dimension Halving Iterative Filtering

N(0.5 ⇤ 1p, Ip) 50,000 100 .2 0.0953 (0.0064) 0.1144 (0.0154) 0.3247 (0.0058) 0.1472 (0.0071)

N(0.5 ⇤ 1p, Ip) 5,000 100 .2 0.1941 (0.0173) 0.2182 (0.0527) 0.3568 (0.0197) 0.2285 (0.0103)

N(0.5 ⇤ 1p, Ip) 50,000 200 .2 0.1108 (0.0093) 0.1573 (0.0815) 0.3251 (0.0078) 0.1525 (0.0045)

N(0.5 ⇤ 1p, Ip) 50,000 100 .05 0.0913 (0.0527) 0.1390 (0.0050) 0.0814 (0.0056) 0.0530 (0.0052)

N(5 ⇤ 1p, Ip) 50,000 100 .2 2.7721 (0.1285) 0.0534 (0.0041) 0.3229 (0.0087) 0.1471 (0.0059)

N(0.5 ⇤ 1p,⌃) 50,000 100 .2 0.1189 (0.0195) 0.1148 (0.0234) 0.3241 (0.0088) 0.1426 (0.0113)

Cauchy(0.5 ⇤ 1p) 50,000 100 .2 0.0738 (0.0053) 0.0525 (0.0029) 0.1045 (0.0071) 0.0633 (0.0042)

Table 4: Comparison of various robust mean estimation methods. The smallest error of each

case is highlighted in bold.

6.4 Network Structures

In this section, we study the performances of TV-GAN and JS-GAN with various structures

of neural networks. The experiments are conducted with i.i.d. observations drawn from

(1 � ✏)N(0p, Ip) + ✏N(0.5 ⇤ 1p, Ip) with ✏ = 0.2. Table 5 summarizes results for p = 100,

n 2 {5000, 50000} and various network structures. We observe that TV-GAN that uses

neural nets with one hidden layer improves over the performance of that without any hidden

layer. This indicates that the landscape of TV-GAN is improved by a more complicated

network structure. However, adding one more layer does not improve the results. For JS-

GAN, we omit the results without hidden layer because of its lack of robustness (Proposition

3.1). Deeper networks sometimes improve over shallow networks, but this is not always true.

Table 6 illustrates the improvements of network with more than one hidden layers over that
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Table 4 shows the performances of JS-GAN, TV-GAN, dimension halving, and iterative

filtering with i.i.d. observations sampled from (1� ✏)N(0p, Ip) + ✏Q. The network structure,
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Cauchy(0.5 ⇤ 1p) 50,000 100 .2 0.0738 (0.0053) 0.0525 (0.0029) 0.1045 (0.0071) 0.0633 (0.0042)
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